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Coronavirus infections and 
deaths by poverty status: 
Time trends and patterns1

Juergen Jung,2 James Manley3 and Vinish Shrestha4

Date submitted: 9 June 2020; Date accepted: 11 June 2020

We study the spread of SARS-CoV-2 infections and COVID-19 deaths by 
county poverty level in the US. We first document a U-shaped relationship 
between county groupings by poverty level and the intensity of 
coronavirus events defined as either coronavirus infections or COVID-19 
related deaths. The U-shaped relationship prevails for counties with 
high population density while in counties with low population density, 
poorer counties exhibit much higher numbers in coronavirus cases, 
both in infections and deaths. Second, we investigate the patterns of 
coronavirus events following the announcements of state level stay-
at-home mandates. We distinguish between four groups of states: 
First, Second, Third and Late Movers. Among First Movers—also the 
states with the largest share of infections—we observe a decrease in 
the average number of weekly new cases in rich and poor counties two 
weeks following the mandate announcement. The average numbers of 
cases per week in richer counties then quickly converges to the number 
reported in middle income counties, while the poorer counties show a 
much slower decrease in coronavirus cases. This pattern is accompanied 
by a dramatic reduction in mobility in all county groupings. Third, 
comparing counties in Second and Third Mover states, we show that a 
few days of delay in non-pharmaceutical interventions (NPIs) results in 
significantly larger numbers of coronavirus cases compared to states 
that introduce a mandate quicker. Finally, we use weather shocks as 
instruments to address endogeneity of the announcement date of stay-at-
home mandates and establish causality.

1 We would like to thank Victoria from Weather Underground for helping us with data. All remaining errors 
are ours.

2 Department of Economics, Towson University.
3 Department of Economics, Towson University.
4 Department of Economics, Towson University.
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1 Introduction

Since the �rst case of a SARS-CoV-2 infection being identi�ed in Washington on January

21, 2020, both cases of SARS-CoV-2 infections and deaths due to COVID-19 have surged

exponentially in the US. On March 13, there were just over 2,000 identi�ed cases, but the

number of cases increased to more than 161,000 by March 30th and over 600,000 by April

4th.1 The US now has the highest number of infections and mortality in the world as Figure

1 clearly indicates. Due to growing public health concerns almost all US states have declared

a state of emergency and numerous states have enacted �stay at home� orders. The increase

in the number of cases (infections as well as deaths) has been concentrated in the East and

West coastal regions. Although the geographic spread of the disease is tracked (to some extent

since testing is still considered insu�cient) by spatial data, less is known about the relationship

between the growth of SARS-CoV-2 infections and socioeconomic indicators.

The socioeconomic disparity in health outcomes is well-established in the �eld of Health

Economics. Health outcomes tend to improve with socioeconomic status. Three major chan-

nels that a�ect these di�erences are the disparity in (i) knowledge regarding health behavior

(education-health gradient), (ii) access to health care (income-gradient), and (iii) environ-

mental exposure (Santerre and Neun (2010)). However, social interaction is another critical

determinant for infectious diseases such as COVID-19. In contrast to the positive spillover

e�ect generally originating from social interactions, if an infectious person engages in economic

or social activities, healthy individuals are at higher risk of being infected. It is not clear a

priori whether social interactions correlate in the same way with socioeconomic status as the

three channels mentioned above.

Although richer individuals have more resources to self isolate, they are initially more likely

to participate in economic and social activities compared to poorer individuals as many forms of

social interaction are normal goods.2 However, once infected, poor individuals may not be able

to e�ciently self isolate due to resource constraints. Additionally, relatively poor individuals

may be more involved in �frontline� essential work which is less likely to be performed from ones

home so that NPIs may be less binding for this group (Blau et al. (2020)). Hence, di�erences in

initial transmission pathways and di�erences in resource constraints between the poor and rich

warrants an investigation of the trend in the spread of SARS-CoV-2 infections and COVID-19

related deaths across poverty levels.

Focusing on county-level e�ects, this paper provides descriptions of emerging trends of

both SARS-CoV-2 infection cases and COVID-19 related deaths as of April 28, 2020 based

1https://coronavirus.jhu.edu/us-map
2Using a household production model Sa�er (2008) shows that social interaction is a function of its price,

prices of complements or substitute goods, and income. The author further shows that many forms of social
interactions increase with income level.
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on socioeconomic status. We rank counties by their poverty rate measured in 2018 and form

20 bins such that each bin represents about the same number of counties. We show that the

relation between poverty and the cumulative number of identi�ed infections is U-shaped, with

infections concentrated among the richest and the poorest. When dividing the sample into low

and high population density counties, we �nd that in low density counties the rates increase

as expected (i.e. increasing most among the poorest), but a U-shaped relationship prevails

for counties with high population density. This may be indicative of an increased ability to

self-isolate in rich low density areas compared to densely populated areas that are equally rich.

As a form of non-pharmaceutical interventions (NPIs), by the 15th of March, 2020, almost

all states in the US had declared a state of emergency and 15 states had implemented a stay

at home order.3 However, it is di�cult to directly assess the adequacy of stay at home orders

for two reasons. First, we are unsure of how e�ectively these laws were put into action. For

instance, most of the mandates permit performance of essential tasks such as grocery shopping,

dog-walking, visiting the pharmacy, etc. Someone out for any reason could make a variety of

plausible excuses. Furthermore, enforcement of these laws is determined at the local level and

varies from state to state. Finally, the timing of the mandates might have been determined by

the projection of future spread in infections, which creates a methodological challenge (Gupta

et al. (2020)). We proceed as follows.

Having described the relationship between poverty and infection, we next provide a descrip-

tive analysis of the e�ects of locally enforced stay-at-home mandates and the weekly number of

new coronavirus cases (infections and deaths) evaluated at di�erent poverty levels for groups

that announce the mandate at di�erent times. More speci�cally, we create four groups: (i)

�rst movers, (ii) second movers, (iii) third movers, and (iv) late movers, all based on the per-

centile of distribution in the timing of the announcements of the mandates (i.e., 25th, 50th, and

75th percentiles).4 Our analysis suggests that the decision to implement the mandate early on

(the First Movers) is based on expectations of future cases. We note an increasing trend in

infections before the mandate and a substantial rise in cases in the weeks following implemen-

tation. This pattern is especially pronounced in richer counties. Among the First Movers, who

also had the highest share of infections, the peak in the number of new cases was reached in

the third week after issuing a mandate for all counties irrespective of where they rank on the

poverty scale. After the three week period we notice a pattern of convergence of the weekly

3See USA Today: https://www.usatoday.com/story/news/nation/2020/03/30
4We use announcement date rather than enforcement date as individuals and �rms are likely to voluntarily

adjust their behavior following the announcement of a lockdown. The announcement induces awareness among
people regarding the seriousness of the spread in infections. As a result individuals may voluntarily internalize
the cost they might impose on others. Krueger, Uhlig and Xi (2020) document the possibility of rational shift
towards lower risk activities, which can decrease infections on their own. Similarly, Born, Dietrich and Müller
(2020) provide empirical evidence that although Sweden did not have a lockdown policy, Swedes adjusted their
behavior similar to other comparable European countries with a lockdown.
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numbers of new infections for rich and poor county groups down towards the lower level of the

mid-level poverty county-groups. This result can be explained by the �nding that mobility,

as measured by distance traveled away from home, declined by up to 40 percent in rich and

mid-level poverty counties but only dropped by 30 percent in poor counties. Such observed

patterns are consistent with the systematic allocation of the frontline essential workers, whose

jobs are infeasible to be performed at home.

As the grouping of the Second versus Third Movers only di�ers by a few days,5 we only

use the Second and Third Movers to evaluate the potential consequences of delaying the an-

nouncement of a mandate by a few days during the coronavirus pandemic. This analysis rests

on the assumption that the di�erence in the timing of a mandate announcement between these

two groups is a�ected by other factors not related to the projection of growth in coronavirus

infections. Our �ndings suggest that even a few days of delay in issuing the mandate can push

the trajectory of the weekly numbers of new cases signi�cantly upwards and highlights the

urgency of these type of NPI policies. However, we urge caution in interpreting these results

as they are based on counties belonging only to states in the second and third movers category

which a�ects the overall external validity.

Finally, we address concerns regarding the endogeneity of the announcement time of the

stay-at-home mandates. We use weather shocks as an instrument to complement the announce-

ment of a mandate. We collect county level weather data in addition to mobility data based

on cell phone usage from SafeGraph. We use weekly aggregates and argue that severe weather

patterns further increase the marginal cost of mobility among counties with a mandate. As-

suming that weather patterns do not biologically a�ect the spread in infections, weather shocks

will a�ect infections only through social interactions, measured with mobility data. Using an

instrumental variables estimator, we show that an increase in average travel distance from

one's home by 1 km causes about 55 additional infection cases per week on average. Our back-

of-the-envelope calculation suggests that there may have been additional 3.1 million cases in

absence of stay-at-home mandates. However, we caution that this calculation is based on an

IV estimator, which measures the Local Average Treatment E�ects (LATE).

Literature Review. COVID-19 studies are emerging rapidly, with researchers investigat-

ing the short-term e�ects of the stay-at home-mandate and various forms of economic disrup-

tions created by the disease. The program evaluation literature investigates the e�ects of the

stay-at-home orders on coronavirus cases and associated labor market e�ects. Friedson et al.

(2020) �nd that in California the adoption of a statewide Shelter-In-Place Order (SIPO) on

March 19, 2020 reduced COVID-19 cases by 125.5�219.7 per 100,000 individuals by April 20,

2020. In a follow up study Dave et al. (2020) expand their identi�cation strategy and utilize

5The median announcement dates are March 24th and March 28th for second and third movers, respectively.
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across state variation in the timing of stay-at-home mandates. They �nd that the mandate

decreased the number of cumulative COVID-19 cases by 44 percent. However, Gupta et al.

(2020) express some methodological concerns in conducting a program evaluation of stay at

home mandates. Speci�cally, the authors highlight that the state government's decision to

adopt the law often predates increases in cases and deaths. This suggests that the projection

of future growth in the number of caseloads might be an important determinant for the timing

of the law itself, which creates some non-trivial methodological challenges in using these laws

as valid natural experiments. Fowler et al. (2020) use a di�erence-in-di�erences design and

estimate that stay-at-home orders are associated with a 30 percent reduction in weekly cases in

the �rst week after a lockdown which then increases to almost 50 percent in week three. Simi-

larly, Courtemanche et al. (2020) use an event study approach and show that shelter-in-place

orders decrease the spread of coronavirus infections tenfold. Born, Dietrich and Müller (2020)

directly question whether lockdowns are optimal in cases of pandemics such as coronavirus.

Using Sweden as a case study, the authors �nd that a mandated lockdown would not have

had a large e�ect as Swedes voluntarily changed their behaviors in similar ways to comparable

European countries with lockdowns in place.

Another strand of literature focuses on documenting the labor market disruptions associated

with COVID-19. Atkinson et al. (2020) show how social distancing was practiced in the US

based on cell phone data from SafeGraph. Andersen et al. (2020) investigates how the federal

paid sick leave mandate has decreased full-time work and increased staying at home using a

di�erence-in-di�erences framework and data from SafeGraph.

Coibion, Gorodnichenko and Weber (2020) provide a preliminary analysis of labor market

e�ects of the COVID-19 pandemic in the US. Using Nielsen Homescan panel data, they show

that the magnitude of job losses is signi�cantly larger than estimated by using the new un-

employment claims. Overall, the authors estimate 20 million jobs were lost between the start

of the crisis in January and April 6, 2020. Using Google search data, Kong and Prinz (2020)

�nd that the restaurant and bar limitations and non-essential business closures could explain

4.4�8.5 percent of the increase in unemployment insurance claims, respectively. Mongey, Pi-

lossoph and Weinberg (2020) indicate that workers in �low-ability-to-work-from-home� sectors

experienced greater losses in short-term employment and are also more likely to be economically

vulnerable. In more related work to our study, Blau et al. (2020) argue that the e�ects of NPIs

such as the �Great Lockdown� can vary across populace and is likely to be less-binding among

frontline essential workers, who �nd it di�cult to substitute their work with work done from

their homes. Therefore frontline workers are exposed to greater risk of infection. In contrary to

this argument, if voluntary adjustments in labor market favor the rich, an e�ective lockdown

may in fact bene�t the poor, at least solely from a health standpoint. Kahn, Lange and Wiczer

(2020) use novel job vacancy data from an employment analytics and labor market information
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�rm in addition to unemployment insurance claims data and show that job vacancies collapsed

by 30 percent in the second half of March with related increases in unemployment insurance

claims. Only essential retail and nursing sectors did not experience such a decrease.

Our study contributes to the existing literature in several ways. This is the �rst study

to establish a U-shaped pattern between the poverty level in a county and the occurrence of

coronavirus cases in the US, especially in the early days of the pandemic. We also document a

pattern of infection spread from higher to lower income counties over time. In the initial phase

of the pandemic, infections were more concentrated in counties with less poverty. Using mobility

data from SafeGraph we show that the decrease in mobility was lower in poorer counties. This

is similar to predictions in Blau et al. (2020). This mechanism can explain the transmission

of infections in poorer neighborhoods over time, resulting in U-shaped curve depicting the

relationship between COVID-19 events and poverty levels. This highlights heterogeneity in

COVID-19 events across the socioeconomic spectrum.

Next, we show that the timing of stay-at-home mandates is often immediately followed by a

substantial rise in the number of cases, speci�cally among the early adopters similar to �ndings

in Gupta et al. (2020). To overcome the likely endogeneity of the implemented stay-at-home

mandates, we compare �second� versus �third� mover states (who are di�erentiated by only a few

days of delay in the announcement of stay-at-home mandates), and show that even a few days of

delay can noticeably push the COVID-19 trajectory upward. Additionally, using weather shocks

as an instrument to complement the e�ectiveness of the stay-at-home mandate, we highlight

that an increase in distance traveled from one's home by 1 km leads to an increase of 55 new

weekly infections. The only other papers we are aware of that also use weather data to construct

instrumental variables in connection with the coronavirus pandemic are Qiu, Chen and Shi

(2020), Brzezinski et al. (2020) and Kapoor et al. (2020). Qiu, Chen and Shi (2020) focuses

in China during months of January and February, 2020 to conclude that reduction of over 1.4

million infections and 56,000 deaths may be attributed to both national and provincial public

health measures imposed at the end of January. Brzezinski et al. (2020) only focus on mobility�

a measure of social distancing�as their dependent variable, and using an IV approach they

show that time spent at home can increase by as much as 39 percent in certain states due to a

combination of government lockdowns and community responses. While Kapoor et al. (2020)

use one-time rainfall during the weekend before a statewide lockdown as an instrument to

evaluate the marginal e�ects of earlier social distancing on the number of coronavirus cases, we

use a weekly panel of counties starting from January 22�April 28. We construct our instrument

by interacting the stay-at-home mandate with weather shocks (de�ned as an observed minimum

county temperature below the 25th percentile of the temperature distribution of the State in a

given month), which enables us to make direct assessments regarding the e�ectiveness of the

policy. In light of the relatively small but fast growing literature on COVID-19, we view our
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and Kapoor et al. (2020)'s methodology as complementary.

The study is organized as follows. Section 2 documents the data used in the study, Section

3 describes the estimation, while Section 4 discusses the results. Section 5 concludes the study.

Figure 1: SARS-CoV-2 Con�rmed Infections and COVID-19 Related Deaths

Notes: Blue circles indicate con�rmed SARS-COV-2 infections and red circles indicate COVID-19 related

deaths. The data is provided by the Johns Hopkins, Whiting School of Engineering, Center for Systems Science

and Engineering as of May 28, 2020. It is accessible at: https://github.com/CSSEGISandData/

2 Data

2.1 County Level SARS-CoV-2/COVID-19 Data

The county level data for cases of SARS-CoV-2 infections and COVID-19 related deaths are

extracted from the USAFacts website. This database provides cumulative numbers of infection

cases and deaths for each county since January 22nd, 2020 and the numbers at the county-levels

are updated by referencing the state and local agencies directly. We �rst compare these data to

another widely used data source from the Johns Hopkins University.6 Figure B.3 in Appendix

B shows that the two data sources have released identical data.

6More speci�cally the Hopkins data is from the Center for Systems Science and Engineering of the Whiting
School of Engineering. It is freely accessible at: https://github.com/CSSEGISandData/
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Table 1: Summary Statistics

Sample 1 Sample 2

Variable Mean S.D. Mean S.D.

Total Cases on March 11, 2020 (per county) 0.42 5.55 0.11 0.62

Total Cases March 23, 2020 (per county) 13.83 137.27 3.91 15.11

Total Cases April 7, 2020 (per county) 126.07 948.82 37.09 124.83

Total Cases April 20, 2020 (per county) 249.30 1734.36 82.94 297.17

Total Cases April 28, 2020 (per county) 323.16 2128.89 120.57 434.73

Total Deaths on March 11, 2020 (per county) 0.01 0.48 0.00 0.00

Total Deaths March 23, 2020 (per county) 0.17 2.03 0.04 0.27

Total Deaths April 7, 2020 (per county) 4.02 39.31 0.91 3.60

Total Deaths April 20, 2020 (per county) 11.98 109.37 2.77 10.53

Total Deaths April 28, 2020 (per county) 17.92 168.51 4.57 18.16

Log of Population Density 3.74 1.75 3.83 1.83

Unemployment Rate 4.44 1.81 4.45 1.96

Percent Less than High School 13.77 6.42 13.05 6.15

Percent over 55 0.33 0.06 0.32 0.07

Percent Black over 55 0.02 0.04 0.02 0.04

Percent on Poverty 16.23 6.44 15.38 6.41

Total Number of Coronavirus Tests 161,343 432,220 91,502 168,953

Stay-at-Home Mandate (Announcement) 0.31 0.46 0.33 0.47

Emergency Declaration 0.50 0.50 0.51 0.50

Restaurant and Bar Restriction 0.39 0.49 0.37 0.48

Non-Essential Business Restriction 0.38 0.49 0.37 0.48

Restriction on Large Gathering 0.18 0.39 0.20 0.40

Average Temperature (in Fahrenheit) 46.42 12.88 NA NA

Precipitation (in inches) 0.10 0.13 NA NA

Weather Shock (Proportion) 0.13 0.34 NA NA

Notes: Sample 1 is a balanced panel of weekly observations from 3,092 US counties starting from January 22�

April 28 (14 weeks), 2020 with a total of N=43,288 county/week observations. Sample 2 only contains weekly

county level observations from Second (N=5,642) and Third (N=7,602) Mover states. The total number of

testing conducted is available at the state level.

Sample 1 is used for estimating the basic speci�cation of Section 4.2, and estimating the IV speci�cation of

Section 4.4. Sample 2 is used to estimate the e�ects in 2nd and 3rd mover states as described in Section 4.3.

Using the cumulative number of events (infection cases and deaths), we focus on �ve cross

sections at the county level: i) March 11th, ii) March 23rd, iii) April 7th, iv) April 20th, and v)

April 28th. The spatial dispersion of cases and deaths are presented in Figures B.1 and B.2 for

April 28th, respectively. We also construct the weekly number of new cases starting from the

week following January 22nd�April 28th, 2020 which gives us 14 weeks of panel data. Table 1

shows the summary statistics of the samples used for (i) calculating the non-parametric results

of Section 4.1, (ii) estimating the basic speci�cation of Section 4.2, (iii) estimating the e�ects

in 2nd and 3rd mover states based on a re�ned sample in Section 4.3, and (iv) estimating an IV
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speci�cation in Section 4.4.

2.2 Other Data Sources

Poverty Data. We use the Small Area Income and Poverty Estimates (SAIPE) county esti-

mates for 2018. The data show the percentage of the population in a county living below the

poverty level.7 The spatial distribution of poverty across counties is shown in Figure 2. The

county level population data by age and race is extracted from the Survey of Epidemiology and

End Results (SEER) through the NBER website.8 The land area and unemployment rate data

are obtained from the US Census Bureau and Bureau of Labor Statistics, respectively.

Figure 2: Poverty Rates in 2018

Notes: The data is based on Small Area Income and Poverty Estimates (SAIPE) county

estimates.

Social Distancing Data. We use social distancing data from SafeGraph9. SafeGraph is

o�ering a temporary social distancing metric that provides daily views of median movements

from one's home (in meters) based on cell phone data aggregated at the census block level.

Daily data is available going back to January 1, 2020. The data is generated using a panel

of GPS pings from anonymous mobile devices. A common nighttime location of each mobile

device over a 6 week period is generated at the Geohash-7 granularity which is approximately

a 153× 153 meters area. This location is referred to as the device's "home". Devices are then

7The link to the SAIPE website where poverty estimates can be found is https://www.census.gov/data/
datasets/2018/demo/saipe/2018-state-and-county.html

8The link to the website is https://data.nber.org/data/seer_u.s._county_population_data.html.
9See https://www.safegraph.com/
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aggregated by home census block group. Variables are provided for each census block group.

We use two variables: Device-count and Distance-traveled-from-home. The �rst is simply the

total number of active devices in the census block group. Census block groups with device

counts less than �ve are excluded and the distance traveled variable is the median distance (in

meters) traveled from the home location by the devices included in the device count during the

time period (excluding any distances of 0). First the median for each device is calculated and

then the median (distance traveled from home) over all devices is reported in the SafeGraph

data. We then aggregate these census block group medians to the county level using the number

of devices in each census block as weights.

Air Pollution Data. In order to evaluate the slowdown of economic and social activities,

as an alternative to mobility data, we use data on ground level pollutants. In particular we

use data on the daily level of pollutants from AirNow.10 We extract daily level data from

their archived section from January 1st, 2020�April 18th, 2020 for four major pollutants�

ground level ozone gas (O3), PM10 (particulate matter of 10 micrometers or less in diameter),

PM2.5(particulate matter of 2.5 micrometers or less in diameter), and carbon dioxide (CO2).

We focus on variation in O3 levels primarily because of the widespread coverage of monitor-

ing sites to track the levels of O3. For instance, about 1035 of the monitoring sites in the US

actively tracked the levels of O3 on March 11, whereas only 808, 272, and 160 sites reported

the levels of PM2.5, PM10, and CO2, respectively. Using the daily level measurements of O3

and the geographic information of the monitoring sites, we are able to construct county level

data of O3 measurements for nearly 700 counties. We then calculate the measure of average

change in county level O3 over two time frames: March 1�March 9, 2020 and March 15�March

23, 2020. The geospatial measurement of variation in O3 levels is shown in Figure ??.

Weather data. We gather daily weather data fromWeather Underground11 for each county

and aggregate the data at weekly level. We searched Wikipedia to determine the largest (most

populous) community in each county and put the result into WeatherUnderground to obtain

historical weather data for each county using the weather station assigned to that jurisdiction

by Weather Underground.12 The weather data is then aggregated at the weekly level to suit

the analysis.

10This agency is operated as a partnership venture between the U.S. Environmental Protection Agency,
National Oceanic and Atmospheric Administration (NOAA), National Park Services, NASA, Centers for Disease
Control, and tribal, state, and local air quality agencies. Figure B.7 in Appendix B depicts the location of the
air monitoring stations where the data has been recorded. See https://www.airnow.gov/about-airnow/

11https://www.wunderground.com
12More speci�cally we �rst searched a county in Google. We then looked through the results to see if the

�rst page mentioned the largest community in the county. If it wasn't mentioned on the �rst page, we used
Wikipedia which was linked on the �rst page of every set of Google results. Once we had the name of the
largest community, we searched for this community on the Weather Underground website. We then navigated
to History which automatically updates to the nearest weather station that retains historical weather data. We
then saved the name of the weather station and extracted the weather data from Jan�April 2020 for this county.
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Testing data. We gather daily cumulative number of tests administered at the state level

from The COVID Tracking Project.13 The number of coronavirus tests conducted is extracted

from the local or state public health authorities. The cumulative number of testing is aggregated

at the weekly level.

3 Methods

Our goal is to analyze the relationship between poverty levels at the county level and coro-

navirus infections/deaths. We �rst proceed with a non-parametric approach and rank each

county according to its poverty level�de�ned as the percentage of the county's population

with income below the national poverty level�in 2018. We next form 20 county-groups so

that the overall population size of each county-group is approximately the same. The �rst

so constructed county-group contains the counties with the lowest poverty levels and the last

county-group contains counties with the highest poverty levels.14 We then produce scatter plots

with the county-grouping poverty levels on the horizontal axis and the county-group coronavirus

infections/deaths on the vertical axis.

Although the approach de�ned in the preceding paragraph adjusts for population size, it

does not account for population density of an area, which is arguably an important determinant

of coronavirus infections. We next account for population density within a county-group and

divide counties into low and high density counties according to the median density value of

all counties. We then rank all low density counties and all high density counties separately

and repeat the county-group procedure from the previous paragraph for low and high density

counties separately to produce scatter plots of the two di�erent county-group categories.

Following California's implementation of a stay-at-home mandate on March 19, 2020, almost

all of the states implemented similar mandates within the next two weeks. We provide a

descriptive analysis relating the weekly number of new cases and the poverty levels across areas

according to the timing of the mandate. We use the following model speci�cation:

Wc,t = α +

j=14∑
j=2

βj ×Rc × I(t = j) +

j=14∑
j=2

τ j ×Mc × I(t = j) +

j=14∑
j=2

ωj × Pc × I(t = j) (1)

+ δ ×Dc + γ ×Xc + ηs + εc,t,

where the dependent variable Wc,t is either (i) the number of weekly infections, (ii) deaths

attributed to COVID-19, or (iii) the average distance traveled from one's home as a measure

of social activity. All variables are measured for county c in week t.

13The data is available on this website. https://covidtracking.com/api
14This approach is similar to the method in Currie and Schwandt (2016) who analyze county level trends in

mortality by poverty levels.
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Variable Rc is an indicator for the rich group of counties de�ned as those below or equal

to the 30th percentile of county-group poverty ranking. This ranking is based on the county-

group ranking method described in the preceding paragraph. Variable Mc pertains to counties

between the 30th�70th percentile, and Pc represents counties above or equal to the 70th per-

centile. We interact the three county-groups with weekly dummies, I(t = j), where j indicates

how many weeks past January 22, 2020 the observation is from. We track up to 14 weeks so

that j ∈{2, 3, ..., 14}, where the omitted category used is the week of January 22. Variable Dc

controls for the population density (in logs) of a county, and Xc includes other county level

control variables such as the percentage of the population that is 55 and older, the percentage

of African Americans who are 55 years and older, the unemployment rate, and the percentage

of residents without a high school degree. Additionally, we account for state �xed e�ects ηs

to capture time invariant heterogeneity across states. We estimate speci�cation 1 separately

for four groups that we distinguish by the timing of the announcement of the mandate. These

groups, representing quartiles, include: i) First Movers, counties in states that announced the

mandate before or on March 22nd, ii) Second Movers implemented the mandate after March

22th but before or on March 24rd, iii) Third Movers implemented after March 24th but before

or on March 29th, and iv) Late Movers which implemented after March 29th. Coe�cients βj, τj,

and ωj show the weekly trends in new cases in rich, mid-level, and poor counties, respectively.

Estimation of equation 1 provides a descriptive analysis of coronavirus cases based on the

timing of the announcements of stay-at-home mandates in rich, mid-level, and poor county

groupings. It is possible that the timing of the mandate is itself governed by future projections

of infections which causes some non-trivial methodological issues for examining the e�ectiveness

of stay-at-home mandates. We address these issues in the results sections 4.3 and 4.4 where we

use event study speci�cations and IV-speci�cations respectively.

4 Results

4.1 Emerging Patterns of Coronavirus Cases by Poverty Level

4.1.1 County Poverty Rates and Coronavirus Cases

Figures 3 and 4 plot the number of coronavirus infections and COVID-19 related deaths for each

percentile of the county-group poverty distribution. We split the sample into �ve time periods

that are indicated by markers that correspond to the total number of cases by March 11th,

March 23rd, April 7th, April 20th, and April 28th, respectively. We use local linear regressions

and smoothing parameters based on the leave-one-out cross-validation method to �t a curve

for each period sample.15

15We provide a detailed description of the curve �tting procedure in Appendix A.
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Both Figures 3 and 4 show emerging trends in number of infections and deaths according

to county-groupings, sorted by the county poverty level. The �tted curve pertaining to March

11 is �at, indicating that the number of identi�ed cases was very low at this time so that no

discernible di�erence between rich and poor counties is detectable. By March 23 a pattern

begins to emerge with relatively higher case counts at the very low and very high poverty

percentiles. This pattern becomes more pronounced by April 7 where a U-shaped curve begins

to show. This indicates that the number of infections are higher at the lowest and the highest

poverty groupings with a relatively low number of cases at the mid-level poverty levels. By April

20 the U-shaped curve is well pronounced and consistent as of April 28. The pattern of COVID-

19 related deaths, shown in Figure 4, is similar except that deaths are disproportionately

concentrated in county-groupings with higher poverty levels.

Figure 3: SARS-CoV-2 Con�rmed Infections by Poverty Percentile

Notes: The source of data is USAFacts, as of April 28, 2020. The curves are �tted using

a smoothing method based on local linear regressions as described in Appendix A.
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Figure 4: COVID-19 Related Deaths by Poverty Percentile

Notes: The source of data is USAFacts, as of April 28, 2020. The curves are �tted using

a smoothing method based on local linear regressions as described in Appendix A.

4.1.2 Controlling for Population Density

In order to account for population density in counties, we use the median population density of

all counties and split the sample into a low density counties sample and a high density counties

sample. We then repeat the grouping procedure above for each sample separately. Figures 5(a)

and 5(b) show the patterns of the number of infections by poverty percentile in the high and

low population density sample, respectively. As expected, the number of cases in low density

counties is substantially lower than in high density counties. For instance, at the 5th percentile

of the county poverty grouping, the total number of cases on April 20, 2020 is over 50,000 in

the high density group but only 1,500 in the low density group.

The U-shaped relationship between the county-groupings and cases prevails in high density

counties as shown in Figure 5(a). In contrast, the relationship between the county-groupings

and coronavirus infections in low density counties does not follow a U-shape. It is relatively �at

for counties with low poverty rates and strongly increases in counties with high poverty rates

as depicted in Figure 5(b). The patterns of COVID-19 related deaths in high and low density

counties, shown in Figures 6(a) and 6(b) respectively, mirror the trends for infections as shown

in the earlier �gures except that COVID-19 related deaths seem to be even more associated

with high poverty levels, especially in areas with low population density.

Figures 3�6 raise an interesting question. Why is the overall relationship between coron-

avirus events and local area socioeconomic status,�as de�ned by the poverty levels� following
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a U-shaped pattern in high density areas but not in low density areas? The U-shaped pattern

contradicts the well-established positive relationship between income and health outcomes.16

One possible explanation for the observed di�erence in the high and low density samples could

be due to disproportionately more testing for infections in rich counties which could result in

more identi�ed cases in richer county-groupings. This could explain why we observe seemingly

higher infection rates as well as COVID-19 death rates in richer counties contrary to what the

income gradient literature would predict for other health outcomes. This possibility has been

highlighted by the media, suggesting that testing for coronavirus infections is a function of

income inequality and as such mirrors the overall trend in health disparity by income. How-

ever, in a recent study focused on New York City, Schmitt-Grohé, Teoh and Uribe (2020) �nd

that the spread in the number of tests administered as of April 2, 2020 is evenly distributed

across income levels. Another explanation for the di�erence in the pattern between high and

low density counties could be that high income individuals can only self-isolate more e�ectively

than low income individuals when they live in thinly populated areas. In high density counties

richer individuals may not be able to bene�t as strongly from this logistical advantage due to

necessary day-to-day interactions.

16For a review of this literature see Wolfe, Evans and Seaman (2012). In a more recent study, Currie and
Schwandt (2016) show that the income gradient is well de�ned at local levels using life expectancy across
counties. Shrestha (2019) shows a similar pattern when analyzing the relationship between infant birth weight
and the prevalence of low birth weight across counties grouped by poverty levels.
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(a) High Population Density

(b) Low Population Density

Figure 5: SARS-CoV-2 Con�rmed Infections by Low and High Population Density
Counties

Notes: The sources of data are USAFacts and the Census. High and low density regions are divided by using the

median value of the density. The curves are �tted using a smoothing method based on local linear regressions

as described in Appendix A.

16
C

ov
id

 E
co

no
m

ic
s 3

1,
 2

3 
Ju

ne
 2

02
0:

 1
-5

8



COVID ECONOMICS 
VETTED AND REAL-TIME PAPERS

(a) High Population Density

(b) Low Population Density

Figure 6: COVID-19 Related Deaths by Low and High Population Density Counties

Notes: The sources of data are USAFacts and the Census. Low density regions are those counties below the

median value of county level population density. The curves are �tted using a smoothing method based on local

linear regressions as described in Appendix A.

4.1.3 Rich to Poor Propagation Pattern

Coronavirus cases entered the US through international travel (airways and ships)�activities

that are likely to be undertaken by richer individuals. To investigate this hypothesis, we �rst

track the initial patterns in COVID-19 cases starting from the last week of February until
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March 11, 2020. The early relationship between poverty levels and coronavirus cases is shown

in Figure B.5 in Appendix B. In these �gures we track the number of cumulative (infection)

cases on February 26, 2020, March 4, 2020, and March 11, 2020. The downward sloping best-�t

line on the rightmost �gure suggests that in the initial phase of the pandemic infections in the

US were more concentrated in richer counties.

Two channels can potentially explain the dramatic propagation of infections in richer areas

over a short period of time. First, at the very early stages, people may not have fully realized

the seriousness of the virus. Since infections were initially concentrated in higher income groups

who are also more likely to be involved in social activities (through both employment and social

activities), it may have been easier for the virus to spread in richer neighborhoods. Second,

although a higher income level allows for more e�ective self-isolation, self-isolating is more

di�cult to accomplish in densely populated areas. A comparison between Figures 5(a) and

5(b) shows that the ratio between the number of cases in rich to poor counties is higher in

densely populated counties compared to low density areas.17 In other words, being rich and

residing in low-density localities enables one to more e�ectively self-isolate, compared to a

person with similar income living in a densely populated area. However, once the disease has

entered a poor neighborhood, it becomes very di�cult to control the further spread of the

disease as poor households do not have the resources to e�ectively self-isolate. It is therefore

not surprising that the number of cases started to increase dramatically in poor neighborhoods

with the passage of time. This can explain the change in the shapes over time of the curves in

Figures 5(a) and 5(b).

We next provide a descriptive analysis of whether the probability of death conditional upon

infection varies by poverty rate. Figure 7 shows the relationship between poverty and death

probability. The latter is de�ned as the ratio between county-group COVID-19 related deaths

and the number of con�rmed coronavirus infections in the same county-group. Furthermore,

we provide this analysis separately for counties with high and low population densities. We see

that the best-�t line pertaining to the high density area is very �at; the markers lie very close to

the line, except for those at the bottom two county-groupings where death probability exceeds

0.04. Generally, if we were to consider the pattern of mortality rates from other diseases, the

best-�t line would have shown a clear upward sloping trend to indicate that the rate of mortality

increases with poverty. We do not �nd such a clear cut relationship. The fact that the mortality

rate is quite similar across the county-groupings along the poverty spectrum in the early days

is indicative of (i) the absence of an e�ective way of treating the virus and (ii) hospitals in

high density areas may have been inundated by COVID-19 cases so that even higher income

individuals who usually enjoy better access to healthcare face a supply-constraint. The latter

17The ratio of infections between poor and rich counties in counties with high population density is close to
1 but only around 0.4 (infection in rich areas) to 1 infection (in poor areas) in counties with low population
density.
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point is supported by Figure 7 which shows that in low density areas where the number of cases

is much lower, the di�erence in mortality cases between low and high poverty areas is much

more pronounced.

Figure 7: COVID-19 Probability of Death by Poverty Percentile

Notes: Data is from USAFacts and the Census. The statistics are calculated from events

on April 28, 2020.

4.2 Poverty and the Timing of Stay-at-Home Mandates

We next describe how the pattern between the poverty percentiles of county-groups and coro-

navirus cases is a�ected by the timing of announcing stay-at-home mandates. We proceed by

grouping US states into four categories: i) First Movers, ii) Second Movers, iii) Third Movers,

and iv) Late Movers. We then estimate speci�cation 1 using OLS for each group of states sepa-

rately. In addition, we control for (the log of) population density, the percent of the population

older than 55, the percent of African Americans over 55, the county unemployment rate, and

state �xed e�ects. We plot the estimated coe�cients of interest for the First, Second, Third,

and Late Movers in Panel A of Figure 8.18 The weekly numbers of new cases are substantially

18A detailed regression table is presented in Appendix C, Table C.3.
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higher among the First Mover group compared to any other group, indicating that the timing

of the mandate itself was driven by expectations about the future spread of the virus.19 Al-

though this poses a methodological challenge in identifying the e�ects of non-pharmaceutical

interventions (NPIs) from a program evaluation standpoint, several insights can be gathered

from Figure 8.

First, the number of cases increases substantially in the week of announcement of the

mandate among the First Movers and keeps increasing in the following weeks. Such increases

are concentrated in the very rich and very poor counties, with weekly cases being relatively

moderate in middle income counties. This result is consistent with our interpretation of the U-

shaped curve in Section 4.1. The weekly number of new cases peaks in the two weeks following

the mandate (April 1�April 8) for groups of all income levels. Thereafter the weekly number

of cases declines in both very rich and very poor counties so that they converge towards the

number of cases in middle income counties. It may not be surprising that the peak is reached

after two weeks following the implementation of the mandate as the typical incubation period

of the coronavirus infection is about two weeks.20

It is interesting to compare the number of new infections between Second and Third Mover

states in Figure 8. These two groups di�er only by a few days with respect to the announce-

ment of the stay-at-home mandate. Until week 9, after which all of the Second Mover states

announced the mandate, the weekly number of new infections are quite comparable between

the Second and Third Movers. However, in weeks 10�14 the number of infections in Third

Mover states starts to increase relative to Second Mover states. As the announcement dates of

the mandate between these two groups are less likely to be a�ected by di�erences in future ex-

pectation of new cases, these descriptive �ndings highlight the possible consequences of waiting

a few extra days to implement the NPI mandates.

Next, we utilize mobility data from anonymized cell phones to evaluate the e�ects of the

stay-at-home mandates on social-distancing across poverty groups in First, Second, Third, and

Last Mover states. We again estimate a speci�cation similar to equation 1 but use the log of

distance traveled away from home (in meters) as the dependent variable. The interaction term

coe�cients are plotted in Figure 8 (Panel B). The �gure shows a drop in the distance traveled

away from home in the weeks following the announcement of a mandate. The mobility pattern

among the First Movers group is consistent with the pattern in earlier cases. Although we

see a dramatic drop in distance traveled the reduction is more pronounced in rich and middle

income counties. For instance, the distance traveled in rich counties fell by 18 percent and 40

percent respectively in the �rst and second week following the implementation of the mandate

19This point has been highlighted by Gupta et al. (2020), who suggest that the timing of the mandate predates
large increases in cases. This is expected as the timing of the mandates are likely to be based on the modeling
aspect of the possibility of spread in infections.

20Among the people showing symptoms, 97.5 percent do so within 11.5 days of infection (Lauer et al. (2020)).

20
C

ov
id

 E
co

no
m

ic
s 3

1,
 2

3 
Ju

ne
 2

02
0:

 1
-5

8



COVID ECONOMICS 
VETTED AND REAL-TIME PAPERS

when compared to the week of January 22. On the other hand in poor counties the reduction

in distance traveled was only 5 and 30 percent in the two weeks following January 22. This can

explain the dramatic drop in the weekly number of new cases for First Movers in rich counties

as shown in Panel A.

The overall reduction of distance traveled from home is higher in richer counties except

in Second Mover counties as we can see in Panel B of Figure 8. This is consistent with the

systematic dispersion of �frontline� essential workers, who must provide their labor in person,

across counties de�ned by their poverty levels. Blau et al. (2020) distinguish frontline workers

by occupation (e.g., health care workers, protective service workers (police and EMTs), cashiers

in grocery and general merchandise stores, production and food processing workers, janitors

and maintenance workers, agricultural workers, and truck drivers) and conclude that over 70

percent of these workers cannot work from home.21 Based on a report using data from the

American Community Survey they suggest that on average frontline workers are less educated,

earn lower wages, and are more likely to have a minority background compared to the overall

workforce. These results suggest that although COVID-19 infections, at the initial stages, were

disproportionately occurring in rich counties, the inability to substitute in-person work from

home led to the spread of infections in poorer counties over time.

We �nally analyze the general trend of air pollution between January 1�April 18 and depict

measures of ozone levels, carbon dioxide, and particle measures in Figure B.8. The green

dotted vertical line marks March 11, 2020�the date of the state-of-emergency declaration of

the median state and the date of the cancellation of activities of the NBA, the �rst major

discontinuation of activities of a major organization. This is eight days before the �rst shelter-

in-place order, which was issued in California on March 19. Panel (a) and (b) of Figure B.8

show a discontinuous drop in both ozone and particle measure PM10 following March 11 by

more than 7 ppb (for ozone) on some days. Eventually the levels of both of these pollutants

rise again. Although the CO2 level falls, the trend seems to be dropping even before March

11. However, there is no visually evident drop in the level of PM2.5. Moreover, to see whether

the pattern shown in Figure B.8 is systematically correlated with the time of year, we repeat a

similar exercise using air data for 2019. We �nd no indication that the fall in pollutant levels in

March has anything to do with the season as we do not observe such drops in the prior year.22

21Blau et al. (2020) can be downloaded at https://econofact.org/

essential-and-frontline-workers-in-the-covid-19-crisis
22The pollutant trend data for 2019 is presented in Figure B.9 in Appendix B.
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Figure 8: Weekly New Cases and Mobility By Timing of the Mandate and Poverty

Notes: Panel A plots the interaction coe�cients between the week-�xed-e�ects and poverty-groups of speci�cation 1 where group

1 are poor counties below or at the 30th percentile of the county-groupings shown in Figure 2. Similarly, groups 2 and 3 pertain to

middle income and rich counties between the 30th�70th percentile and above or at the 70th percentile, respectively. i) First Movers,

counties in states that announced the mandate before or on March 22th, ii) Second Movers announced the mandate after March

22nd but before or on March 24rd, iii) Third Movers implemented after March 24th but before or on March 29th, and iv) Late

Movers which implemented after March 29th. Panel B plots the coe�cients of estimating speci�cation 1 with the log of distance

from home (in meters) as dependent variable. The vertical solid and dotted lines represent the timing of emergency declaration

and mandate announcement, respectively. Detailed estimation results of these coe�cients are available in Tables C.3 and C.4 in

Appendix C.
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4.3 The E�ects of Short Delays in Stay-at-Home Mandates

4.3.1 Estimates Based on Event Study Design

Using First Movers for this analysis is problematic as the initial timing of the mandate is by

construction endogenous with respect to the number of new cases.23 However, given that the

announcement of the mandate for Second and Third Movers only di�ers at most by a week�as

portrayed in Figure 8�we argue that the declaration of the mandate in these states is governed

by other factors such as di�erences in population density, political ideology and legislative

process that are not systematically related to current numbers of infections and COVID-19

related deaths or the expectation about future cases.24 Although the announcement of the

mandate only di�ers by a week, just a few days of delay can contribute to a large increase

in coronavirus cases given the exponential growth potential that is attributed to this kind of

virus. To evaluate the e�ects of a short delay in implementing the mandate, we estimate the

following event-study speci�cation:

Wc,t = α+

j=14∑
j=2

λj×I(t = j)+

j=14∑
j=2

κj×Sc×I(t = j)+δ×Dc+ω×NPIc,t+γ×Xc+ηs+εc,t, (2)

where the dependent variable measures weekly new infections in county c in week t and the

weekly indicators I(t = j) are interacted with indicator Sc that takes a value of one if a county

belongs to a Second Mover state and zero otherwise. The λj coe�cients will capture the average

number of new cases in Third Mover states, whereas the κj coe�cients indicate whether the

average weekly number of cases in Second Mover counties in week j are di�erent from Third

Mover counties. The sum of λj and κj indicates the weekly trend of new cases in Second

Mover counties. The speci�cation in equation 2 also includes variable Dc which controls for the

population density (in logs) of a county, Xc which includes other county level control variables

and state �xed e�ects ηs in order to capture time invariant heterogeneity across states. As for

preferred speci�cations, we present results with county �xed e�ects that additionally control for

several other NPIs.25 The estimation is conducted using OLS and standard errors are clustered

at the county level.

The estimated coe�cients λj and λj+κj are plotted in Figure 9, where the circle and triangle

23This point has also been highlighted in Gupta et al. (2020).
24The idea of a national lockdown was resisted by the federal government with aspirations to keep the

economy open, and the responsibility of implementing NPIs was explicitly delegated to state governors and
local leaders. However, states vary in their political ideology, which creates di�erences in the timing of mandate
implementations that is exogenous with respect to coronavirus infection numbers when focusing on Second and
Third Movers.

25The results using state �xed e�ects and controlling for other county level (time invariant) characteristics
are similar. They are not presented in the paper but are available upon request.
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markers correspond to the Second and Third Movers, respectively.26 The �gure shows that there

are no preexisting di�erences in the weekly number of new cases prior to the announcement of

the mandate (shown by the dotted vertical line) in counties belonging to the Second or Third

Mover states. However, in the weeks following the implementation of mandates we see a clear

dispersion in the weekly number of new cases between Second and Third Movers. In week 14,

Second Mover counties report on average 16 fewer cases per week compared to Third Movers.

After validating the similarity of the trend in new weekly infections prior to the announce-

ment of stay-at-home mandates in Second and Third mover county-groups, we estimate the

e�ects of stay-at-home mandates using panel data and a di�erence-in-di�erences framework.

We estimate the following event study model:

log (Wc,t) = α +

j=−2∑
j=−5

βj × I(t = j) +

j=5∑
j=0

βj × I(t = j) + δ ×NPIc,t + γc + σt + εc,t, (3)

where the dependent variable is the log of weekly new infection cases in county c in week t

and I(t = j) is an indicator variable denoting weeks away from the week the stay-at-home

mandate was implemented.27 Variable j = −5 and j = 5 denote �ve weeks before and �ve

weeks after the mandate implementation week, respectively. The week before implementation

(j = −1) is used as the omitted category and the β coe�cients measure how much infection

cases di�er on average with respect to the number of cases in the omitted category. NPI

include a vector of indicators representing other types of non-pharmaceutical interventions such

as state of emergency declarations, non-essential business restrictions, restaurant restrictions,

and limits on large gatherings. Expression γc includes county �xed e�ects in order to account

for time invariant unobserved heterogeneity across counties and variable σt represents the week

�xed e�ects that capture common weekly trends in the spread of infections. Additionally, all

speci�cations control for the log of total number of tests conducted, aggregated at weekly level.

The identi�cation in equation 3 is based on within state variation in the timing of the

stay-at-home mandates. Usually the validity of the identi�cation rests on the assumption of

a parallel trend between treated and control group prior to the intervention. However, the

assumption of a parallel trend will not be enough to properly identify the e�ects of the stay-

at-home mandates if the basic reproduction number, R0, di�ers with the proportion of infected

individuals in a county-group.28 In the case of a contagious disease such as COVID-19, the

26Detailed estimation results from the event study are available in Appendix C, Table C.5.
27Before taking log, we add 1 to the actual number of cases. We test the robustness of this method by adding

smaller than one. The results do not change. These alternative results are available upon request.
28The basic reproduction number (or basic reproductive ratio) is the expected number of cases directly

generated by one case in a population where all individuals are susceptible to infection. An outbreak is expected
to continue if R0 is greater than one and to end if it is less than one. It is easy to conceive a situation where
the parallel trends assumption in number of cases or deaths may hold even if R0 is di�erent. The estimation of
R0 is a�ected by complex interactions of several characteristics including but not limited to population density,
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identi�cation relies on a stricter assumption which states that in the absence of a stay-at-home

mandate, the basic reproduction number R0 between county-groups belonging to states that

announce the mandate early versus those that announce the mandate late is similar. After

controlling for important factors that promote the spread of the contagious disease�such as

population density�we argue that similar numbers of caseloads before the implementation of

the mandate can signal similarity in the basic reproductive ratio R0. A descriptive validation

of this assumption is provided in Figure 9, which shows very similar caseloads between the

Second and Third Mover county-groups prior to the mandate.

The estimation of equation 3 is provided in Table 2. Each column controls for the timing

of a speci�c type of NPI such as a statewide emergency declaration, non-essential business

restrictions, restaurant restrictions, and limits to large gatherings. Column (6) controls for all

reported NPIs simultaneously and column (7) adds the interaction between a high population

density indicator and week dummies to allow for di�erences in the infection growth rates be-

tween low and high density counties over time. It is our preferred speci�cation. We plot these

β coe�cient estimates along with the 95 percent con�dence intervals in Figure 9 (Panel B).

The �gure clearly shows a reduction in the weekly number of new cases in counties following

the week of the stay-at-home mandate implementation. Moreover, the coe�cients pertaining

to weeks prior to the mandate are very close to zero, which is suggestive of no systematic pre-

existing di�erences in the trajectory of infection numbers across counties based on the timing

of the mandate.

4.3.2 External Validity and Sensitivity Analysis

The results presented in the event study�Table 2 and Figure 9�are conditional upon county

observations being from the sub-sample of Second and Third Mover states. This negatively af-

fects the external validity of these �ndings. We designed these groups based on the distribution

of the timing of the announcement of stay-at-home mandates. Second Movers comprise states

within the �rst quartile and the median of the announcement time distribution, whereas Third

Movers are states from the median to the third quartile.

In order to assess the sensitivity of our analysis with respect to this somewhat arbitrary

grouping, we next expand the sample to include county observations from additional states.

We begin by including observations from states within the 23rd−77th percentile of the mandate

announcement distribution and systematically widen the bracket by 2 percentage points in both

directions until we capture county observations from states between the 7th − 93rd percentile

of the mandate announcement distribution. The results from this exercise are presented in

Appendix B in Figure B.6.

human interaction patterns, proportion of susceptible people at the start of an infection, and people's behavior
(Delamater et al., 2019). Estimating R0 is beyond the scope of this study.
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Table 2: SARS-CoV-2 Con�rmed Infections with NPI Controls

Dependent variable:

log of Weekly New Cases

(1) (2) (3) (4) (5) (6) (7)

5 weeks before announcement 0.007 0.004 0.008 −0.003 0.004 −0.009 −0.045
(0.071) (0.071) (0.071) (0.070) (0.071) (0.068) (0.066)

4 weeks before announcement 0.008 0.005 0.008 −0.002 0.005 −0.009 −0.044
(0.071) (0.071) (0.071) (0.070) (0.071) (0.068) (0.066)

3 weeks before announcement 0.009 0.006 0.010 −0.0001 0.006 −0.007 −0.042
(0.071) (0.070) (0.070) (0.069) (0.070) (0.067) (0.065)

2 weeks before announcement −0.049 −0.049 −0.048 −0.037 −0.045 −0.043 −0.046
(0.054) (0.054) (0.054) (0.054) (0.054) (0.053) (0.051)

week of announcement −0.013 −0.013 −0.013 −0.400∗∗∗ −0.010 −0.385∗∗∗ −0.101
(0.088) (0.088) (0.089) (0.109) (0.088) (0.109) (0.100)

1 weeks after announcement −0.240 −0.240 −0.234 −0.872∗∗∗ −0.456∗∗ −1.096∗∗∗ −0.356∗
(0.186) (0.186) (0.190) (0.211) (0.192) (0.228) (0.195)

2 weeks after announcement −0.570∗ −0.570∗ −0.560∗ −1.448∗∗∗ −1.012∗∗∗ −1.920∗∗∗ −0.704∗∗
(0.291) (0.292) (0.298) (0.320) (0.306) (0.359) (0.292)

3 weeks after announcement −0.830∗∗ −0.830∗∗ −0.815∗∗ −1.956∗∗∗ −1.499∗∗∗ −2.675∗∗∗ −0.986∗∗
(0.394) (0.394) (0.403) (0.427) (0.417) (0.489) (0.386)

4 weeks after announcement −1.231∗∗ −1.231∗∗ −1.211∗∗ −2.608∗∗∗ −2.128∗∗∗ −3.574∗∗∗ −1.417∗∗∗
(0.500) (0.500) (0.512) (0.537) (0.533) (0.623) (0.485)

5 weeks after announcement −1.685∗∗∗ −1.685∗∗∗ −1.660∗∗∗ −3.314∗∗∗ −2.810∗∗∗ −4.528∗∗∗ −1.905∗∗∗
(0.607) (0.607) (0.622) (0.649) (0.649) (0.758) (0.586)

Emergency Declaration X X
N.E. Business X X
Restaurants X X X
Gathering X X
High Density × Week X
Observations 13,244 13,244 13,244 13,244 13,244 13,244 13,244
R2 0.470 0.470 0.470 0.485 0.475 0.489 0.572

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
All speci�cations control for state speci�c log of total number of testing (aggregated at weekly level). We control for the timing of
a statewide emergency declaration (Column(2)), non-essential business restrictions (Column (3)), restaurant restrictions (Column
(4)), and limits on large gatherings (Column (5)). Column (6) controls for the timing of all NPIs simultaneously. The sample
only contains county level observations from Second (N=5,642) and Third (N=7,602) Mover states. The standard errors are
clustered at the county level to account for within county correlation.
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(a) Weekly New Cases in 2nd and 3rd Mover States

(b) Log Weekly Cases in 2nd and 3rd Mover States

Figure 9: The Consequences of Delays in NPI Announcements

Notes: Panel (a) plots the coe�cients λj and κj after estimating speci�cation 2. Groups 2 and 3 correspond

to the Second and Third Movers, respectively. The dotted and dashed vertical lines correspond to the timing

of announcement and implementation date of stay at home mandate pertaining to the last state to announce

and implement in the Second Movers group. Detailed estimation results of these coe�cients are available in

Table C.5 in Appendix C (Column 6). Panel (b) plots the β coe�cients after estimating the event study

speci�cation 3. Detailed estimation results are presented in Table 2. Figure 9(a) use the weekly number of new

cases and Figure 9(b) uses the log of the weekly number of new cases as the dependent variable, respectively.

Both �gures are based on a sample that only contains county level observations from Second (N=5,642) and

Third (N=7,602) Mover states.
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The �rst six sub-�gures show that the pattern in coe�cients from the event study spec-

i�cations are similar to Figure 9 (the sixth sub-�gure covers states in 13th − 87th percentiles

of mandate announcement distribution). However, once we start to include more of the early

movers in the sample, the slope coe�cients pertaining to weeks after the mandate level o� to

zero (sub-�gures 8 and 9).

Expanding the pool further turns the slope coe�cient after the announcement week positive

(sub-�gures 8�9). Although we emphasize that event study exercises are not absolute tests for

our identi�cation assumption, the observed patterns are indicative of the timing of stay-at-

home mandates being endogenous in early mover states as suggested in Gupta et al. (2020).

Including observations from early mover states into our analysis on the e�ectiveness of stay-at-

home mandates would therefore invalidate our identi�cation strategy.

In summary, we argue that (i) by eliminating early mover states for whom the timing of

the mandate is likely to be endogenous, it is possible to only retain observations from states

without preexisting di�erences in the number of caseloads (i.e., Second versus Third Movers)

prior to the announcement of the mandate. As the grouping of second versus third movers are

di�erentiated only by a few days, the timing of announcement date of mandate between these

two groups are less likely to be systematically correlated with future projections. Still (ii) we

advise caution in extrapolating any external validity from these estimates as they are based on

a subset of states.29

4.3.3 Heterogeneous E�ects by Poverty Levels

In order to evaluate the di�erential e�ects of the stay-at-home mandates across the poverty

spectrum, we again use the sub-sample of Second and Third Movers and estimate a speci�cation

similar to equation 3 but include interaction terms with poverty level indicators:

Wc,t = α +

p=3∑
p=1

j=−2∑
j=−5

βj,p × I(t = j)× I(c = p) +

p=3∑
p=1

j=5∑
j=0

βj,p × I(t = j)× I(c = p)+ (4)

+ δ ×NPIc,t + γc +
l=3∑
l=1

σt × I(c = p) + εc,t,

More speci�cally, we interact indicators representing the weeks away from the announcement

of the stay-at-home mandate with indicators representing three distinct income groups using

the poverty share of the observed counties as classi�er. The poverty groups p∈{1,2,3} identify

rich areas below or at the 30th percentile of the county-groupings poverty scale, mid-level areas

between the 30th−70th, and poor counties above or at the 70th percentile, respectively. For

29The second mover states include CO, DE, ID, KY, MN, VT, and WI. The third mover states comprise AK,
AZ, KS, MD, NC, NH, RI, TN, UT, and VA.
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instance, I(c = p) takes the value 1 if a county c belongs to the poverty group p. Next, the

week �xed e�ects are additionally interacted with the indicators de�ning poverty groupings

to allow for di�erential e�ects in spread of infections across di�erent poverty groupings. The

coe�cients of interest�βj,1, βj,2, and βj,3� trace the e�ects of the stay-at-home mandate for

rich, mid-level, and poor counties, respectively.

The estimates for the β coe�cients of speci�cation 4 are summarized in the three panels

of Figure 10.30 Panels A, B and C show that the coe�cient estimates for rich, mid-level, and

poor counties hover around zero in weeks prior to the announcement week, and they start

to fall. The drop in coe�cients is concentrated in the very rich and the very poor counties.

Although we see a drop in coe�cients for counties in mid-level poverty group in sub-�gure B,

these coe�cients are statistically insigni�cant at the conventional levels and we are unable to

reject the hypothesis that the stay-at-home mandate has no e�ect on caseloads in mid-level

counties. These patterns show that the �ndings in Figure 10 are primarily driven by the e�ects

in richer and poorer counties.

30A detailed regression results table is available upon request.
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Figure 10: Heterogeneous E�ects by Poverty Levels

Notes: The estimated coe�cients pertaining to equation 4 are plotted for rich, mid-level,

and poor areas. Rich areas are de�ned as counties below or at the 30th percentile of

the county-groupings poverty scale. Similarly, groups mid-level and poor counties are

between the 30th−70th percentile and above or at the 70th percentile, respectively. This

speci�cation controls for the log of state-speci�c total number of testing (at the weekly

level), the timing of the restaurant restrictions, restrictions on large gatherings, weekly

dummies interacted with high density county indicators, interaction between week �xed

e�ects and poverty groupings (as de�ned above), and county �xed e�ects. All �gures are

based on a sample that only contains county level observations from Second (N=5,642)

and Third (N=7,602) Mover states. The standard errors are clustered at the county level

and the vertical bars represent the 95 percent con�dence lines.
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4.4 How E�ective are Stay-at-Home Mandates? Evidence from IV

Estimates

For 3,092 counties, we collect daily weather data at the county level, which are used to calculate

weekly averages. This gives us a balanced panel for 3,092 counties over the span of 14 weeks,

starting from January 22 until April 28.31 To rectify the endogenous nature of stay-at-home

mandates, we use the announcement dates of these mandates along with arguably exogenous

weather patterns to evaluate the e�ect of social distancing on increases in coronavirus caseloads.

We use mobility data from SafeGraph as a proxy measure for social distancing.

Severe weather patterns can reduce mobility. However, weather shocks can be more binding

while a stay-at-home mandate is issued as the marginal cost of mobility is already high during

the shutdown and extreme weather can increase it even more. Hence, detrimental weather

patterns can increase the e�ectiveness of a mandate. To test this, we estimate a two-stage

model. The �rst stage is formalized as:

log(mobility)c,t = α + κ× Precipc,t + η × AvgTempc,t + δ ×Mc,t (5)

+ β ×Mc,t × I(mintempc,t < Q25,s,m) + λ×NPIc,t + γc + σt + εc,t,

where Precipc,t and AvgTempc,t are precipitation and average temperature in county c in week

t. Indicator variable Mc,t equals one if a stay-at-home mandate is in place in the county at

time t. We interact the mandate indicator variable with an indicator for very low temperature

in a county. More speci�cally the low temperature indicator variable I(mintempc,t < Q25,s,m)

equals one if the minimum temperature in county c in week t is below the 25th percentile of

recorded temperatures in a speci�c month m and state s which we denote Q25,s,m.
32 In other

words, I(mintempc,t < Q25,s,m) captures weather shocks in county c at time t that are de�ned

as extreme cold weather relative to weather patterns of the county's state in a given month.

Similar to our previous speci�cations, NPIc,t is a vector of other non-pharmaceutical in-

terventions and γc and σt represent county and week �xed e�ects, respectively. Coe�cient β

describes the mobility pattern in counties with a stay-at-home mandate and an extreme weather

shock compared to counties with a mandate but without a weather shock. The identi�cation of

β is obtained from the exogenous weather shock. From a program evaluation perspective, after

controlling for the mandate status as well as county and week �xed e�ects, a county A with

a mandate can serve both as a�ected or una�ected group, depending on the weather pattern

31There are 3,143 counties or county-equivalents including DC in the US. We dropped 51 counties due to
missing weather or mobility data.

32Using other state temperature percentiles as cuto�s, such as the median, does not change the estimates but
weakens the F-statistic. Also, to account for the rise in temperature over the months in the sample, we use
absolute cut-o�, given by the 25th percentile of recorded temperatures in all months. The �ndings from these
analysis yield similar results. These results are not presented but are available upon request.
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of the county. Moreover, even within a state, one county might be a�ected by the weather

shock, whereas the other might not be. The county �xed e�ects will control for the unobserved

time invariant relationship between area speci�c weather patterns and mobility outcomes. If

weather shocks exacerbate mobility patterns following the mandate, the estimate on β will be

negative. Next, we expand equation 5 and set up an event study that allows tracking the e�ects

of weather shocks on mobility before and after the mandate:

log(mobility)c,t = α+

j=−2∑
j=−5

βj×I(mintempc,t < Q25,s,m)×I(t = j)+

j=5∑
j=0

βj×I(mintempc,t < Q25,s,m)

× I(t = j) + κ× Precipc,t + η × AvgTempc,t + δ ×Mc,t + λ×NPIc,t + γc + σt + εc,t (6)

The speci�cation is similar to equation 5 except that the weather shock indicator (I(mintempc,t <

Q25,s,m)) is interacted with the weeks before and following the announcement of stay at-home-

mandates. As omitted category we use again the week prior to the announcement of a mandate.

The βj coe�cients provide a test for our claim that weather shocks constitute an additional

cost during a lockdown period and decrease mobility more than in periods without a lockdown.

If our assumption is valid then the estimates of βj for j ∈ {−5,−4,−3,−2} should be close

to zero, whereas the estimates of βj for j > −1 should be less than zero. This pattern would

indicate a binding relationship between weather shocks and mobility following stay-at-home

mandate announcements.

We present the results from estimating speci�cation 5 in Table 3. The stay-at-home man-

date coe�cients are positive and statistically signi�cant at the 1 percent level. This is not

surprising. As discussed above, enforcement was generally lax, and as discussed in Section 4.3,

the announcement of the mandate is likely to be endogenous as counties with higher mobil-

ity are more at risk of infections, which can then trigger a more immediate announcement of

a mandate. The coe�cients on the interaction term of the mandate and the weather shock

indicator are negative, suggesting that among the counties with a mandate, a weather shock

reduces mobility comparatively to counties with no weather shocks. Using estimates from Col-

umn 1, a cold weather shock reduces mobility on average by 7 percent [(exp(−0.077)−1)×100]

during the time of the mandate compared to counties with a mandate but without a weather

shock. This magnitude is consistent across all the di�erent speci�cations with respect to NPIs.

F-statistics are used to gauge the importance of the interaction term. It is based on a Wald

test that compares the restricted (without the interaction term) to the unrestricted (with the

interaction term) speci�cation and uses White's standard errors to account for heteroskedastic-

ity. F-statistics are presented for all model speci�cations. In all 7 speci�cations, the F-statistic

is greater than 10, which is a widely used cuto� to determine the strength of the instrument

(Staiger and Stock (1994)). The exclusion restriction for a valid instrument states that weather
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shocks should a�ect coronavirus infections only through a reduction in human-to-human inter-

actions (proxied with a mobility measure based on cellphone data) and should not directly or

biologically a�ect coronavirus infections.33

Additionally, we present estimates of the interaction coe�cients βj from equation 6 in

Figure 11. The coe�cients �uctuate around zero in the weeks prior to the announcement

date. Following the announcement, the coe�cient estimates decrease below zero and the drop

is statistically signi�cant at the �ve percent level. However, an interesting pattern emerges.

Starting from the third week after the announcement coe�cients steadily increase in magnitude,

and by the �fth week the coe�cient estimates level o�, suggesting that people eventually revert

to their initial pattern. This is consistent with the trends in mobility shown in Panel B of Figure

8. In most cases the decrease in mobility is accompanied by a rise after a few weeks following

the mandate announcement. This result provides evidence that weather shocks, as de�ned in

this study, cause a short term reduction in mobility in the immediate weeks after mandates

are declared which allows us to use weather shocks along with mandate announcements as

instruments for estimating the e�ects of mobility on coronavirus outcomes.

Next, we predict (the log of) mobility based on estimating the �rst-stage speci�cation 5

and use the results of this prediction, reported in Column (1) in Table 3, in a second stage

regression of the form:

log(cases)c,t = α + κ× Precipc,t + η × AvgTempc,t + δ ×Mc,t (7)

+ β × ̂log(mobilityc,t) + λ×NPIc,t + γc + σt + εc,t,

where all of the variables are similar to those in equation 3, except the dependent variable is

the log of weekly new cases, and the independent variable includes the predicted values of log

mobility predictions from the �rst stage. Also, we control for the log of state-speci�c total

number of tests conducted, aggregated at the weekly level.

Table 4 presents the results from instrumenting (log of) mobility with the interaction be-

tween the timing of a stay-at-home mandate and weather shocks. The IV estimates suggest

that a one percent increase in mobility leads to a 8�9 percent increase in the number of cases

per week. Using the mean as the baseline, this would imply that an increase in mobility by

1 km (average travel from home), causes about 55 additional infection cases per week.34 We

caution that the IV estimates represent a Local Average Treatment E�ect (LATE) and are

conditional to those individuals or areas where weather patterns disrupt mobility. Next, we

33There is no evidence presented as of now whether warm weather is detrimental to the coronavirus and can
slow down infections.

34The average mobility in the sample of counties that experience at least one weather shock after the an-
nouncement of the mandate is 14.7 km. An increase in 1 percent of mobility (0.147 km) leads to approximately
8 additional infection cases per week.
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shorten the time window of the analysis and only focus on the months of March and April to

test whether the pattern of increasing temperature over the months of January�April is driving

our results. The estimates are similar to the main IV �ndings above which suggests that our

results are not driven by di�erences in temperature from January�April.35

In light of the �ndings highlighted in Table 11 that weather shocks were only binding

during the period of the mandate, we provide suggestive evidence regarding the validity of the

instrument by estimating the following model speci�cation:

log(cases)c,t = α+ κ× Precipc,t + η ×AvgTempc,t + δ ×Mc,t (8)

+

j=−2∑
j=−5

ψjI(t = j) ̂× log(mobilityc,t) +

j=5∑
j=0

ψjI(t = j) ̂× log(mobilityc,t)

+ λ×NPIc,t + γc + σt + εc,t.

This speci�cation is similar to speci�cation 7, except that the predicted values of (log) mo-

bility from the �rst stage is interacted with indicators representing the weeks following the

announcement of the mandate. Since the instrument is only binding during the period fol-

lowing the announcement of the mandate (compare Figure 11), the predicted values of (log)

mobility using weather shocks as the instrument should only a�ect the number of coronavirus

infections after the announcement and should not be systematically related with the prior num-

bers of infections. Magnitudes of ψj close to zero for j < −1 in equation 8 would support this

assumption.

35The detailed estimation results from this exercise are presented in Table C.6 (�rst stage) and C.7 (IV
estimates) in Appendix C.
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Table 3: Mobility, Mandate and Weather Shocks (First Stage)

Dependent variable:

log of Mobility

(1) (2) (3) (4) (5) (6) (7)

Precipitation (inch) 0.006 0.006 0.006 0.007 0.006 0.007 0.008
(0.012) (0.012) (0.012) (0.012) (0.012) (0.012) (0.012)

Average Temperature (degree Fahrenheit) −0.002∗∗∗ −0.002∗∗∗ −0.002∗∗∗ −0.001∗∗ −0.002∗∗ −0.001∗∗ −0.002∗∗
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)

Stay Home Mandate 0.069∗∗∗ 0.067∗∗∗ 0.070∗∗∗ 0.057∗∗∗ 0.058∗∗∗ 0.051∗∗∗ 0.055∗∗∗

(0.013) (0.013) (0.013) (0.013) (0.013) (0.013) (0.013)
High Precipitation × Stay Home Mandate −0.080∗∗∗ −0.081∗∗∗ −0.080∗∗∗ −0.082∗∗∗ −0.083∗∗∗ −0.085∗∗∗ −0.083∗∗∗

(0.019) (0.019) (0.019) (0.019) (0.019) (0.019) (0.019)

F-Statistic 44.53 45.4 44.65 46.71 47.73 40.53 47.52
Emergency Declaration X X X
N.E. Business X X
Restaurants X X X
Gathering X X
Observations 43,288 43,288 43,288 43,288 43,288 43,288 43,288

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
We control for the timing of (i) a statewide emergency declaration (Column(2)), (ii) non-essential business restrictions (Column (3)),
(iii) restaurant restrictions (Column (4)), and limits on large gatherings (Column (5)). Column (6) controls for the timing of all NPIs
simultaneously. The standard errors are clustered at the county level to account for within county correlation. The F-statistic is obtained
from a Wald test based on restricted and unrestricted regression models. White standard errors robust to heteroskedasticity are used to
obtain the F-statistic.
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Table 4: IV Estimates Using Weather Shocks

Dependent variable:

log of Weekly New Cases

(1) (2) (3) (4) (5) (6) (7)

log of mobility (IV) 8.841∗∗∗ 8.825∗∗∗ 8.810∗∗∗ 9.058∗∗∗ 9.410∗∗∗ 9.504∗∗∗ 9.033∗∗∗

(1.043) (1.042) (1.043) (1.038) (1.033) (1.030) (1.038)

Emergency Declaration X X X
N.E. Business X X
Restaurants X X X
Gathering X X
Observations 43,288 43,288 43,288 43,288 43,288 43,288 43,288

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
All speci�cations control for the log of state-speci�c total number of testing (at the weekly level). We control
for the timing of (i) a statewide emergency declaration (Column(2)), (ii) non-essential business restrictions
(Column (3)), (iii) restaurant restrictions (Column (4)), and limits on large gatherings (Column (5)). Column
(6) controls for the timing of all NPIs simultaneously. The standard errors are clustered at the county level
to account for within county correlation.
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The �ndings from estimating equation 8 are shown in Figure 12. Estimates of ψj for

j < −1 are close to zero and statistically insigni�cant at the conventional levels. This result

suggests no systematic relationship between predicted mobility and coronavirus cases prior

to the announcement of a mandate. However, there is a discontinuous spike in the estimate

following the �rst week of the announcement of a mandate, and consistent with the coe�cient

estimates shown in Figure 11, the magnitude decreases as time progresses.

In order to put the IV estimates into perspective, we conduct a back-of-the-envelope cal-

culation which helps evaluate the e�ectiveness of social distancing. The average drop in mo-

bility within counties after a mandate is announced is 3 km, which suggests that social dis-

tancing helped reduce the number of infections by 3 million cases across 3,142 counties [3

(km)×55(cases/km)×3, 142(counties)×5.7(weeks from March 19-April 28)]. We caution that

our back-of-the envelope calculation is based on estimates that relate to LATE and is driven

by individuals a�ected by weather shocks during the period following the announcement of the

mandate. As a comparison, Hsiang et al. (2020) �nd that shutdown orders prevented about

4.8 million novel coronavirus infections in the United States. Similarly, Flaxman et al. (2020)

estimate that the shutdowns saved about 3.1 million lives in 11 European countries, including

500,000 in the United Kingdom, and dropped infection rates by an average of 82 percent.

Figure 11: Weather Shock and Mobility � An Event Study Approach

Notes: To test our assumption that weather shocks impose additional cost to

mobility following the announcement of stay-at-home mandates, we estimate the

speci�cation outlined in equation 6 and plot the estimates of βj . The week prior to

the announcement week is used as omitted category. The speci�cation additionally

controls for average temperature (in Fahrenheit), precipitation (in inches), NPIs

(such as restrictions on restaurants, restrictions on bars, and state-of-emergency

declarations), and county and week �xed e�ects. Standard errors are clustered at

the county level and the vertical bars represent the 95 percent con�dence intervals.
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Figure 12: Predicted Log of Mobility and Coronavirus Infections

Notes: Along the lines of �ndings highligted in Figure 11, we test the assumption

that the prediced values of the log of mobility using the First Stage only a�ect

coronavirus infections following the announcement of the mandate and have no

e�ect in prior infections. The estimates of ψj from equation 8 are plotted along

the weeks away from announcement of the mandate. The week prior to the

announcement week is used as an omitted category. Additionally, the speci�cation

controls for average temperature (in Fahrenheit), precipitation (in inches), NPIs

(such as restrictions on restaurants, restrictions on bars, and state-of-emergency

declarations), and county and week �xed e�ects. Standard errors are clustered at

the county level and the vertical bars represent the 95 percent con�dence intervals.

5 Conclusion

Reviewing evidence of the 2020 outbreak of COVID-19 in the United States, we see a strong

poverty gradient in both infections and deaths but also an important interaction between

poverty and population density. Overall infections increase at both end of the income distribu-

tion, creating a U-shaped curve shown in 3. A similar pattern is observed for con�rmed deaths

although the rate is higher among the poor (Figure 4). Further breaking down the distribution

by population density (Figures 5(a) and 5(b)), we see that while the U-shaped curve prevails in

high density counties, in low density counties the increase in infections among the poor dwarfs

the rate among the rest of the population essentially creating an exponential curve. Along the

same lines we see that while death rates are higher across the board in high density counties,

the impact of poverty is more strongly felt in the lower density areas 7.

Our second main �nding is the impact of social distancing. By forming groups of states

based on the timing of the announcement of stay at home mandates, we compare Second versus

Third Mover states�groups that di�er only by a few days of delay in announcing the mandate.

We show that even a few days of delay in NPIs can increase the number of Coronavirus infections
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signi�cantly. One methodological concern is that forming of mandates are determined by the

future projection in caseloads. To overcome this issue, we use weather shocks (denoted by low

temperature shocks) along with the mandates as an instrument. The IV results suggest that

an increase in average mobility of 1 km results in 55 additional infection cases per week.

Although we account for testing at the state level by using data from The Covid Tracking

Project in many speci�cations, we caution that lack of quality data on testing at the county

level may underestimate the number of infections (Manski and Molinari (2020)). This poses a

limitation to the �ndings of this study, particularly if testing is correlated with socioeconomic

characteristics. Presuming that the cause of death is accurately classi�ed, a U-shaped curve

portraying COVID-19 deaths is consistent and supports the U-shaped curve for infections. To

an extent, this lowers the intensity of concerns due to di�erences in testing across localities.

Nevertheless, we emphasize the need for adequate testing data at local levels, which can further

bene�t studies in this sector.
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A Fitting Curves Using the Leave-One-Out Methods

This section describes the curve �tting method we use to produce the smooth curves in Figures

3�6. We start with 20 points that are calculated using the non-parametric method described

in Section 3.36 We then employ a local linear estimation that results in a non-parametric �t

that incorporates these 20 points. However, the �t depends on a smoothing parameter. If the

smoothing parameter is very high, the curve becomes the the best �t line of an OLS estimate.

If the smoothing parameter is low, noise increases and the lines starts to move through every

point. Fitting a smooth curve through the 20 points becomes a trade-o� between bias ( using

high value and producing a very smooth curve) and noise (using a low value). We use a

procedure that minimizes the residual mean squared error (RMSE) from a prediction resulting

from leaving one of the 20 points out when estimating a local regression.

This leave-one-out cross-validation method minimizes the RMSE but is robust to the pos-

sibility of in-sample over �tting. This method works as follows. In the case of 20 points, we

�rst start with the starting value of the smoothing parameter α1. We use the last 19 points

(excluding the �rst point) and estimate the local linear model. Then we use this estimation

to predict the value of the �rst point we left out. The di�erence between the �rst (actual

point) and the �rst (predicted point) contributes to the MSE. We perform similar estimations

by excluding each point of the 20 points and using the resulting 19 to perform local linear

regression. We then perform similar out-of-sample predictions and use the excluded point to

calculate the RMSE. The RMSE for the �rst value of the starting smoothing parameter α1 is

RMSE(α1) =
∑20

i=1

(xi−x̂α1,i)
20

where xi is the actual point observation and x̂α1,i is the prediction

of point i based on local regressions using smoothing parameter α1. We next repeat this for

tightly packed values of the smoothing parameter α ∈ [α, ᾱ], which gives a series of RMSE(α)α.

We then choose the minimum RMSE and its associated smoothing parameter α̂.

36This method ranks all US counties according to percentage of individuals living under the poverty level and
then forms 20 county-groups of roughly equal population size. Each group is an observation in Figures 3�6.
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B Additional Figures

Figure B.1: SARS-CoV-2 Con�rmed Infections by County

Notes: The data is from USAFacts as of April 28, 2020.

Figure B.2: COVID-19 Related Deaths by County

Notes: The data is from USAFacts and shows counties with deaths above the 75th per-

centile as of April 28, 2020.
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Figure B.3: Data Comparison: Johns Hopkins vs. USAFacts

Notes: Data are from USAFacts and the Center for Systems Science and Engi-

neering of the Whiting School of Engineering at the Johns Hopkins University.

The two data sources are essentially identical for infection cases as well as for

COVID-19 related deaths.

Figure B.4: Density

Notes: Data are from the US Census.
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Figure B.5: Coronavirus Infections and Poverty in the Early Months

Notes: Data are from USAFacts. We report the number of cumulative (infection) cases

on February 26, March 4, and March 11, 2020. The downward sloping best-�t line on the

rightmost �gure suggests that in the initial phase of the pandemic infections in the US were

more prevalent in richer counties.
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Figure B.6: Robustness Exercise by Expanding the Pool of States

Notes: The log of weekly number of new cases is the dependent variable in all panels. The

panels plot the β coe�cients after estimating the event study speci�cation 3 for samples

that only contain county level observations from Second and Third Mover states. In the

panel (1) Second and Third Mover states are de�ned as states between the 25rd − 75th

percentile of the mandate announcement distribution. We then systematically widen the

bracket by 2 percentile in each direction until we capture county observations from states

between the 7th − 93rd percentile of the timing distribution in the right bottom panel

(panel 9).
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Figure B.7: Air Monitoring Stations
Notes: Data are from AirNow daily measurements.
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Figure B.8: Air Quality

Notes: The source of data are AirNow daily measurements. The solid line represents the

�rst identi�ed case in US (January 21) and the dotted line refers to the date of federal

emergency declaration (March 11).

50
C

ov
id

 E
co

no
m

ic
s 3

1,
 2

3 
Ju

ne
 2

02
0:

 1
-5

8



COVID ECONOMICS 
VETTED AND REAL-TIME PAPERS

Figure B.9: Air Quality (2019)

Notes: Data are from AirNow daily measurements. The solid line represents the �rst

identi�ed case in US (January 21, 2019) and the dotted line refers to the date of federal

emergency declaration (March 11, 2019).
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C Additional Tables

Table C.1: NPI Roll Out by States

state SaHAnnounce SaHImplement Emergency School Restaurant NE.Business Gathering
1 Alaska 3/27/20 3/28/20 03/11/20 03/16/20 03/17/20 03/24/20 03/28/20
2 Alabama 4/3/20 4/4/20 03/13/20 03/19/20 03/20/20 03/20/20
3 Arkansas 03/11/20 03/17/20 03/19/20
4 Arizona 3/30/20 3/31/20 03/11/20 03/16/20 03/20/20
5 California 3/19/20 3/19/20 03/04/20 03/19/20 03/15/20 03/11/20 03/19/20
6 Colorado 3/25/20 3/26/20 03/10/20 03/23/20 03/17/20 03/19/20 03/26/20
7 Connecticut 3/22/20 3/23/20 03/10/20 03/17/20 03/16/20 03/12/20 03/23/20
8 Delaware 3/24/20 3/24/20 03/13/20 03/16/20 03/16/20 03/16/20 03/24/20
9 Florida 4/1/20 4/3/20 03/09/20 03/16/20 03/17/20 04/03/20 03/30/20
10 Georgia 4/1/20 4/3/20 03/14/20 03/18/20 03/24/20 03/24/20
11 Hawaii 3/23/20 3/25/20 03/04/20 03/23/20 03/17/20 03/16/20 03/25/20
12 Iowa 03/09/20 04/03/20 03/17/20 03/17/20
13 Idaho 3/25/20 3/25/20 03/13/20 03/23/20 03/25/20 03/25/20 03/25/20
14 Illinois 3/20/20 3/21/20 03/09/20 03/17/20 03/16/20 03/13/20 03/21/20
15 Indiana 3/23/20 3/25/20 03/06/20 03/19/20 03/16/20 03/12/20 03/24/20
16 Kansas 3/28/20 3/30/20 03/12/20 03/18/20 03/17/20
17 Kentucky 3/25/20 3/26/20 03/06/20 03/16/20 03/16/20 03/19/20 03/26/20
18 Louisiana 3/22/20 3/23/20 03/11/20 03/16/20 03/17/20 03/13/20 03/23/20
19 Massachusetts 3/23/20 3/24/20 03/10/20 03/17/20 03/17/20 03/13/20 03/24/20
20 Maryland 3/30/20 3/30/20 03/05/20 03/16/20 03/16/20 03/16/20 03/23/20
21 Maine 3/31/20 4/2/20 03/15/20 03/16/20 03/18/20 03/18/20 03/25/20
22 Michigan 3/23/20 3/24/20 03/10/20 03/16/20 03/16/20 03/13/20 03/23/20
23 Minnesota 3/25/20 3/28/20 03/13/20 03/18/20 03/17/20
24 Missouri 4/6/20 4/6/20 03/13/20 03/23/20 03/17/20 03/23/20
25 Mississippi 4/1/20 4/3/20 03/14/20 03/20/20 03/24/20 03/24/20 03/31/20
26 Montana 3/23/20 3/28/20 03/12/20 03/16/20 03/20/20 03/24/20 03/28/20
27 North Carolina 3/27/20 3/30/20 03/10/20 03/16/20 03/17/20 03/14/20 03/30/20
28 North Dakota 03/13/20 03/16/20 03/20/20
29 Nebraska 03/13/20 04/03/20 03/19/20 03/16/20
30 New Hampshire 3/27/20 3/28/20 03/13/20 03/16/20 03/16/20 03/16/20 03/28/20
31 New Jersey 3/21/20 3/21/20 03/09/20 03/18/20 03/16/20 03/16/20 03/21/20
32 New Mexico 3/23/20 3/24/20 03/11/20 03/16/20 03/16/20 03/16/20 03/24/20
33 Nevada 4/1/20 4/1/20 03/12/20 03/16/20 03/17/20 03/19/20 03/21/20
34 New York 3/20/20 3/22/20 03/07/20 03/18/20 03/16/20 03/13/20 03/20/20
35 Ohio 3/23/20 3/24/20 03/09/20 03/17/20 03/15/20 03/12/20 03/24/20
36 Oklahoma 03/15/20 03/17/20 03/25/20 03/24/20 03/26/20
37 Oregon 3/20/20 3/23/20 03/08/20 03/16/20 03/17/20 03/16/20
38 Pennsylvania 3/23/20 3/23/20 03/06/20 03/16/20 03/17/20 03/16/20 03/23/20
39 Rhode Island 3/28/20 3/28/20 03/09/20 03/16/20 03/16/20 03/17/20
40 South Carolina 4/6/20 4/7/20 03/13/20 03/16/20 03/18/20 03/18/20
41 South Dakota 03/13/20 03/16/20 04/06/20
42 Tennessee 3/30/20 4/1/20 03/12/20 03/20/20 03/23/20 03/23/20 04/01/20
43 Texas 3/31/20 4/2/20 03/13/20 03/23/20 03/20/20 03/20/20
44 Utah 3/29/20 4/1/20 03/06/20 03/16/20 03/18/20 03/16/20
45 Virginia 3/30/20 3/30/20 03/12/20 03/16/20 03/17/20 03/15/20
46 Vermont 3/25/20 3/25/20 03/13/20 03/18/20 03/17/20 03/13/20 03/25/20
47 Washington 3/23/20 3/23/20 02/29/20 03/17/20 03/16/20 03/11/20 03/25/20
48 Wisconsin 3/24/20 3/25/20 03/12/20 03/18/20 03/17/20 03/17/20 03/25/20
49 West Virginia 3/23/20 3/24/20 03/16/20 03/16/20 03/17/20 03/24/20
50 Wyoming 03/13/20 03/16/20 03/19/20 03/20/20

Notes: Author's search and Ortiz and Hauck (2020) for stay-at-home announcement date, Mervosh, Lu and
Swales (2020) for stay-at-home implementation and Gupta et al. (2020) for the other categories. SaH refers to
stay-at-home mandate.
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Table C.2: Groupings of States

First Movers Second Movers Third Movers Late Movers

1 CA CO AK AL

2 CT DE AZ AR

3 HI ID KS DC

4 IL KY MD FL

5 IN MN NC GA

6 LA VT NH IA

7 MA WI OK ME

8 MI RI MO

9 MT TN MS

10 NJ UT ND

11 NM NE

12 NY NV

13 OH OK

14 OR SC

15 PA SD

16 WA TX

17 WV WY

Notes: We distinguish by the timing of the announcement of the mandate.

These groups include: i) First Movers, counties in states that announced the

mandate before or on March 22nd, ii) Second Movers implemented the man-

date after March 22nd but before or on March 24rd, iii) Third Movers imple-

mented after March 24th but before or on March 29th, and iv) Late Movers

which implemented after March 29th.
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Table C.3: Weekly New Infection Cases by Poverty and Timing of Mandate

Dependent variable:

Weekly Cases
First Movers Second Movers Third Movers Late Movers

Rich County×Week 2 −23.807 −0.641 −2.197 −1.267
(26.367) (2.158) (3.373) (1.586)

Rich County×Week 3 −23.817 −0.641 −2.197 −1.267
(26.369) (2.158) (3.373) (1.586)

Rich County×Week 4 −23.812 −0.641 −2.197 −1.267
(26.368) (2.158) (3.373) (1.586)

Rich County×Week 5 −23.798 −0.641 −2.197 −1.267
(26.365) (2.158) (3.373) (1.586)

Rich County×Week 6 −23.469 −0.641 −2.179 −1.267
(26.312) (2.158) (3.369) (1.586)

Rich County×Week 7 −20.724 −0.510 −1.983 −1.158
(26.038) (2.153) (3.303) (1.544)

Rich County×Week 8 −12.567 0.821 −0.590 −0.706
(25.677) (2.206) (3.060) (1.472)

Rich County×Week 9 55.952 6.779∗ 4.774∗ 2.617∗∗∗

(56.377) (3.737) (2.575) (0.903)
Rich County×Week 10 169.993∗ 16.972∗ 19.930∗∗∗ 10.217∗∗∗

(99.773) (9.163) (7.110) (2.810)
Rich County×Week 11 271.308∗ 18.331∗∗ 38.734∗∗ 14.473∗∗∗

(139.020) (9.135) (17.357) (4.391)
Rich County×Week 12 250.438∗∗ 16.255∗∗ 44.768∗∗ 13.449∗∗∗

(126.242) (7.688) (21.702) (3.932)
Rich County×Week 13 226.470∗∗ 17.841∗ 49.803∗∗ 13.452∗∗∗

(102.670) (9.246) (22.922) (3.431)
Rich County×Week 14 175.535∗∗ 17.690∗ 53.826∗∗ 13.600∗∗∗

(77.701) (9.552) (26.397) (3.078)
Mid-Level County×Week 2 6.546 −1.685 2.601 −1.484

(8.828) (1.902) (1.940) (1.776)
Mid-Level County×Week 3 6.546 −1.685 2.601 −1.484

(8.828) (1.902) (1.940) (1.776)
Mid-Level County×Week 4 6.546 −1.685 2.601 −1.484

(8.828) (1.902) (1.940) (1.776)
Mid-Level County×Week 5 6.543 −1.685 2.601 −1.484

(8.828) (1.902) (1.940) (1.776)
Mid-Level County×Week 6 6.555 −1.685 2.601 −1.475

(8.828) (1.902) (1.940) (1.773)
Mid-Level County×Week 7 6.930 −1.554 2.704 −1.273

(8.805) (1.894) (1.929) (1.721)
Mid-Level County×Week 8 10.795 −0.830 3.005 −0.261

(8.184) (1.816) (1.881) (1.368)
Mid-Level County×Week 9 47.390∗∗ 2.902 7.564∗∗∗ 5.612∗∗∗

(24.084) (2.963) (2.856) (1.851)
Mid-Level County×Week 10 94.292∗∗ 9.859∗ 16.880∗∗ 18.907∗∗

(39.622) (5.130) (6.732) (8.434)
Mid-Level County×Week 11 143.098∗∗ 16.402∗∗ 23.483∗∗∗ 26.507∗∗

(55.932) (6.951) (8.654) (10.324)
Mid-Level County×Week 12 136.451∗∗∗ 15.047∗∗ 18.351∗∗∗ 25.351∗∗∗

(51.244) (6.816) (6.739) (8.396)
Mid-Level County×Week 13 121.215∗∗∗ 28.924∗ 21.755∗∗∗ 28.194∗∗∗

(34.563) (14.791) (7.514) (8.401)
Mid-Level County×Week 14 124.574∗∗∗ 32.931∗∗ 26.579∗∗∗ 27.890∗∗∗

(39.666) (15.582) (8.087) (5.466)
Poor County×Week 2 8.845 2.713 0.108 1.292

(16.081) (2.227) (2.148) (1.184)
Poor County×Week 3 8.842 2.713 0.108 1.292

(16.080) (2.227) (2.148) (1.184)
Poor County×Week 4 8.842 2.713 0.108 1.292

(16.080) (2.227) (2.148) (1.184)
Poor County×Week 5 8.848 2.713 0.108 1.292

(16.081) (2.227) (2.148) (1.184)
Poor County×Week 6 8.869 2.713 0.117 1.292

(16.081) (2.227) (2.152) (1.184)
Poor County×Week 7 9.233 2.713 0.160 1.376

(16.078) (2.227) (2.150) (1.189)
Poor County×Week 8 14.975 3.221 0.561 1.759

(15.608) (2.197) (2.224) (1.277)
Poor County×Week 9 57.239∗ 5.338∗ 3.365 5.329∗∗∗

(31.753) (3.140) (2.714) (1.768)
Poor County×Week 10 118.245∗∗ 8.921∗ 9.950∗∗ 12.735∗∗∗

(48.053) (5.390) (4.250) (3.872)
Poor County×Week 11 187.175∗∗ 10.746 16.814∗∗∗ 22.497∗∗∗

(73.321) (6.890) (5.337) (6.577)
Poor County×Week 12 168.389∗∗ 11.271∗∗ 20.976∗∗ 23.414∗∗∗

(73.998) (4.918) (8.635) (5.623)
Poor County×Week 13 157.119∗∗∗ 10.788∗∗ 29.314∗∗ 22.568∗∗∗

(57.825) (4.752) (12.201) (4.914)
Poor County×Week 14 124.689∗∗∗ 10.663∗∗ 29.502∗∗∗ 17.832∗∗∗

(47.078) (4.627) (9.501) (3.769)

Observations 12,348 5,642 7,602 18,284

R2 0.160 0.195 0.140 0.104

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

The weekly number of new cases is the dependent variable. Additionally, the speci�cations control for the log of density, percent
of blacks over 55, unemployment rate, and state �xed e�ects. The standard errors are clustered at the state level to account for
within state correlation. This speci�cation is represented by expression 1.The coe�cients are plotted in Panel A of Figure 8 for
brevity.
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Table C.4: Mobility Patterns by Poverty and Timing of Mandate

Dependent variable:

log(distance away from home, meters)
First Movers Second Movers Third Movers Late Movers

Rich County×Week 2 −0.003 −0.006 −0.038 0.025
(0.035) (0.029) (0.084) (0.016)

Rich County×Week 3 0.020 −0.069 −0.043 0.047∗∗

(0.038) (0.043) (0.084) (0.020)
Rich County×Week 4 0.115∗∗∗ 0.057 0.039 0.131∗∗∗

(0.040) (0.036) (0.062) (0.018)
Rich County×Week 5 0.106∗∗∗ 0.034 0.033 0.132∗∗∗

(0.034) (0.044) (0.053) (0.021)
Rich County×Week 6 0.077∗∗ 0.013 −0.050 0.091∗∗∗

(0.034) (0.030) (0.098) (0.018)
Rich County×Week 7 0.079∗ 0.050∗∗ −0.013 0.153∗∗∗

(0.045) (0.023) (0.083) (0.032)
Rich County×Week 8 −0.001 −0.051∗∗ −0.078 0.032

(0.046) (0.025) (0.081) (0.035)
Rich County×Week 9 −0.070 −0.122∗∗∗ −0.200∗ −0.150∗∗∗

(0.055) (0.045) (0.109) (0.039)
Rich County×Week 10 −0.172∗∗∗ −0.275∗∗∗ −0.348∗∗ −0.264∗∗∗

(0.054) (0.054) (0.148) (0.042)
Rich County×Week 11 −0.393∗∗∗ −0.459∗∗∗ −0.486∗∗∗ −0.393∗∗∗

(0.034) (0.065) (0.139) (0.038)
Rich County×Week 12 −0.340∗∗∗ −0.414∗∗∗ −0.477∗∗∗ −0.369∗∗∗

(0.038) (0.058) (0.123) (0.038)
Rich County×Week 13 −0.287∗∗∗ −0.348∗∗∗ −0.408∗∗∗ −0.302∗∗∗

(0.035) (0.055) (0.121) (0.040)
Rich County×Week 14 −0.232∗∗∗ −0.315∗∗∗ −0.391∗∗∗ −0.247∗∗∗

(0.038) (0.067) (0.149) (0.047)
Mid-Level County×Week 2 −0.090∗∗∗ −0.027 0.001 −0.025

(0.018) (0.040) (0.040) (0.019)
Mid-Level County×Week 3 −0.075∗∗∗ −0.015 0.035 −0.009

(0.021) (0.054) (0.051) (0.020)
Mid-Level County×Week 4 0.028 0.062 0.049 0.060∗∗∗

(0.020) (0.058) (0.033) (0.023)
Mid-Level County×Week 5 −0.001 0.029 0.007 0.043∗

(0.017) (0.045) (0.032) (0.022)
Mid-Level County×Week 6 −0.008 0.011 0.038 0.029

(0.022) (0.041) (0.038) (0.023)
Mid-Level County×Week 7 0.049 0.053 0.115∗∗ 0.150∗∗∗

(0.036) (0.062) (0.057) (0.047)
Mid-Level County×Week 8 −0.032 −0.058 0.053 0.055

(0.043) (0.045) (0.047) (0.046)
Mid-Level County*Week 9 −0.070 −0.133∗∗∗ −0.109∗∗∗ −0.104∗∗

(0.053) (0.049) (0.033) (0.042)
Mid-Level County×Week 10 −0.178∗∗∗ −0.266∗∗∗ −0.187∗∗∗ −0.194∗∗∗

(0.058) (0.065) (0.039) (0.050)
Mid-Level County×Week 11 −0.372∗∗∗ −0.428∗∗∗ −0.386∗∗∗ −0.378∗∗∗

(0.053) (0.084) (0.066) (0.051)
Mid-Level County×Week 12 −0.347∗∗∗ −0.419∗∗∗ −0.342∗∗∗ −0.345∗∗∗

(0.060) (0.088) (0.056) (0.055)
Mid-Level County×Week 13 −0.287∗∗∗ −0.359∗∗∗ −0.244∗∗∗ −0.268∗∗∗

(0.052) (0.087) (0.052) (0.055)
Mid-Level County×Week 14 −0.227∗∗∗ −0.343∗∗∗ −0.185∗∗∗ −0.217∗∗∗

(0.045) (0.103) (0.069) (0.055)
Poor County×Week 2 −0.022 −0.143∗ −0.065 −0.086∗∗∗

(0.023) (0.085) (0.055) (0.015)
Poor County×Week 3 −0.023 −0.136 −0.071 −0.089∗∗∗

(0.022) (0.098) (0.055) (0.013)
Poor County×Week 4 0.070∗∗∗ −0.078 −0.009 −0.004

(0.024) (0.063) (0.057) (0.014)
Poor County×Week 5 0.062∗∗ −0.117 −0.049 −0.038∗∗∗

(0.028) (0.073) (0.039) (0.014)
Poor County×Week 6 0.051∗ −0.110 −0.025 −0.038∗∗

(0.028) (0.077) (0.041) (0.015)
Poor County×Week 7 0.148∗∗∗ −0.062 0.128∗∗∗ 0.080∗∗

(0.040) (0.067) (0.031) (0.032)
Poor County×Week 8 0.085 −0.086 0.141∗∗∗ 0.045∗

(0.052) (0.064) (0.053) (0.025)
Poor County×Week 9 0.041 −0.192∗∗ 0.079 −0.101∗∗∗

(0.068) (0.079) (0.068) (0.023)
Poor County×Week 10 −0.050 −0.310∗∗∗ −0.009 −0.192∗∗∗

(0.073) (0.104) (0.079) (0.031)
Poor County×Week 11 −0.268∗∗∗ −0.476∗∗∗ −0.199∗∗∗ −0.361∗∗∗

(0.072) (0.126) (0.065) (0.032)
Poor County×Week 12 −0.219∗∗∗ −0.429∗∗∗ −0.173∗∗∗ −0.333∗∗∗

(0.073) (0.115) (0.058) (0.030)
Poor County×Week 13 −0.165∗∗ −0.351∗∗∗ −0.086 −0.241∗∗∗

(0.069) (0.094) (0.056) (0.029)
Poor County×Week 14 −0.135∗ −0.302∗∗∗ −0.034 −0.177∗∗∗

(0.077) (0.113) (0.046) (0.030)

Observations 12,348 5,642 7,602 18,284

R2 0.308 0.254 0.284 0.229

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

The dependent variable used is the log of distance traveled (in meter). Additionally, the speci�cations control for the log of density,
percent of blacks over 55, unemployment rate, and state �xed e�ects. The standard errors are clustered at the state level to account
for within state correlation. This speci�cation is represented by expression 1 where we use the log of distance traveled away from
home (in meters) as the dependent variable. The coe�cients from Column (1) are plotted in Panel B of Figure 8 for brevity.
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Table C.5: E�ects of a Few Days of Delay in Weekly New Cases

Dependent variable:

Weekly New Cases

(1) (2) (3) (4) (5) (6)

Week 2 −0.002 −0.002 −0.002 −0.002 −0.002 −0.002
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)

Week 3 −0.002 −0.002 −0.002 −0.002 −0.002 −0.002
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)

Week 4 −0.002 −0.002 −0.002 −0.002 −0.002 −0.002
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)

Week 5 −0.002 −0.002 −0.002 −0.002 −0.002 −0.002
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)

Week 6 0.007 0.007 0.007 0.007 0.007 0.007
(0.006) (0.006) (0.006) (0.006) (0.006) (0.006)

Week 7 0.114∗∗∗ 0.660 0.114∗∗∗ 0.114∗∗∗ 0.114∗∗∗ 0.629
(0.026) (0.440) (0.026) (0.026) (0.026) (0.430)

Week 8 0.807∗∗∗ 6.367 0.807∗∗∗ 0.807∗∗∗ 0.807∗∗∗ 6.048
(0.155) (4.231) (0.155) (0.155) (0.155) (4.152)

Week 9 4.866∗∗∗ 10.457∗∗ 6.546 −5.453∗∗∗ 4.866∗∗∗ 8.753
(0.759) (4.451) (4.554) (1.807) (0.759) (7.881)

Week 10 14.866∗∗∗ 20.457∗∗∗ 17.051∗∗ 1.573 14.420∗∗∗ 17.973∗

(2.147) (5.411) (6.628) (1.751) (2.129) (9.620)
Week 11 25.468∗∗∗ 31.059∗∗∗ 27.653∗∗∗ 12.175∗∗∗ 21.243∗∗∗ 24.504∗∗∗

(3.529) (6.909) (7.272) (2.024) (3.819) (8.740)
Week 12 27.899∗∗∗ 33.490∗∗∗ 30.084∗∗∗ 14.606∗∗∗ 23.674∗∗∗ 26.935∗∗∗

(4.586) (7.794) (7.720) (2.557) (5.056) (8.970)
Week 13 33.948∗∗∗ 39.540∗∗∗ 36.133∗∗∗ 20.656∗∗∗ 29.724∗∗∗ 32.985∗∗∗

(5.921) (8.701) (8.678) (3.862) (6.556) (9.488)
Week 14 36.519∗∗∗ 42.111∗∗∗ 38.704∗∗∗ 23.227∗∗∗ 32.295∗∗∗ 35.556∗∗∗

(5.821) (8.882) (8.619) (3.881) (6.164) (9.857)
Week 2 × Second Mover 0.002 0.002 0.002 0.002 0.002 0.002

(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
Week 3 × Second Mover 0.002 0.002 0.002 0.002 0.002 0.002

(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
Week 4 × Second Mover 0.002 0.002 0.002 0.002 0.002 0.002

(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
Week 5 × Second Mover 0.002 0.002 0.002 0.002 0.002 0.002

(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
Week 6 × Second Mover −0.007 −0.007 −0.007 −0.007 −0.007 −0.007

(0.006) (0.006) (0.006) (0.006) (0.006) (0.006)
Week 7 X Second Mover −0.022 1.097 −0.022 −0.022 −0.022 1.033

(0.038) (0.818) (0.038) (0.038) (0.038) (0.804)
Week 8 X Second Mover 0.164 0.194 0.242 0.164 0.164 0.570∗

(0.258) (0.251) (0.298) (0.258) (0.258) (0.329)
Week 9 X Second Mover 0.157 0.157 −0.007 −4.205∗∗ 0.157 −4.648∗∗

(1.235) (1.235) (1.471) (1.860) (1.235) (2.300)
Week 10 × Second Mover −2.727 −2.727 −3.150 −5.913∗ −9.307∗ −14.792∗∗

(3.139) (3.139) (3.769) (3.540) (5.143) (7.400)
Week 11 × Second Mover −10.056∗∗ −10.056∗∗ −10.479∗∗ −13.242∗∗∗ −12.857∗∗ −18.051∗∗∗

(4.509) (4.510) (5.026) (4.953) (5.044) (6.712)
Week 12 × Second Mover −13.541∗∗∗ −13.541∗∗∗ −13.964∗∗ −16.728∗∗∗ −16.343∗∗∗ −21.536∗∗∗

(5.227) (5.227) (5.597) (5.739) (5.614) (7.058)
Week 13 × Second Mover −14.412∗ −14.412∗ −14.835∗ −17.599∗∗ −17.214∗∗ −22.407∗∗

(7.368) (7.368) (7.739) (7.825) (7.403) (8.702)
Week 14 × Second Mover −15.703∗∗ −15.703∗∗ −16.126∗∗ −18.890∗∗ −18.504∗∗ −23.698∗∗∗

(7.123) (7.124) (7.506) (7.578) (7.335) (8.710)

Emergency Declaration X X
N.E. Business X X
Restaurants X X
Gathering X X
Observations 13,244 13,244 13,244 13,244 13,244 13,244
R2 0.060 0.060 0.060 0.064 0.062 0.066

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
We control for the timing of a statewide emergency declaration (Column(2)), non-essential business restrictions (Column (3)),
restaurant restrictions (Column (4)), and limits on large gatherings (Column (5)). Column (6) controls for the timing of all NPIs
simultaneously. The sample only contains county level observations from Second (N=5,642) and Third (N=7,602) Mover states.
The standard errors are clustered at the state level to account for within county correlation. The coe�cients are plotted in Figure
9 for brevity.
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Table C.6: Mobility, Mandate and Weather Shocks Using Shorter Window (First Stage)

Dependent variable:

log of Mobility

(1) (2) (3) (4) (5) (6) (7)

Precipitation (inch) 0.065∗∗∗ 0.063∗∗∗ 0.062∗∗∗ 0.067∗∗∗ 0.066∗∗∗ 0.067∗∗∗ 0.067∗∗∗

(0.016) (0.016) (0.016) (0.016) (0.016) (0.016) (0.016)
Average Temperature (degree F) −0.0004 −0.0005 −0.001 0.00003 −0.0003 −0.0002 −0.00004

(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
Stay Home Mandate 0.059∗∗∗ 0.057∗∗∗ 0.061∗∗∗ 0.048∗∗∗ 0.052∗∗∗ 0.045∗∗∗ 0.046∗∗∗

(0.011) (0.011) (0.011) (0.011) (0.011) (0.011) (0.011)
High Precipitation X Stay Home Mandate −0.060∗∗∗ −0.061∗∗∗ −0.061∗∗∗ −0.061∗∗∗ −0.062∗∗∗ −0.064∗∗∗ −0.061∗∗∗

(0.015) (0.015) (0.015) (0.014) (0.014) (0.014) (0.014)

F-Stat 35.79 37.07 36.55 36.09 38.51 35.11 37.14
Emergency Declaration X X X
N.E. Business X X
Restaurants X X X
Gathering X X
Observations 27,828 27,828 27,828 27,828 27,828 27,828 27,828

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
The sample is limited to months of March and April. We control for the timing of (i) a statewide emergency declaration (Column(2)),
(ii) non-essential business restrictions (Column (3)), (iii) restaurant restrictions (Column (4)), and limits on large gatherings (Column (5)).
Column (6) controls for the timing of all NPIs simultaneously. The standard errors are clustered at the state level to account for within county
correlation.
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Table C.7: IV Estimates Using Weather Shocks Using Shorter Window

Dependent variable:

log of Weekly New Cases

(1) (2) (3) (4) (5) (6) (7)

log of mobility (IV) 4.827∗∗∗ 4.786∗∗∗ 4.834∗∗∗ 4.956∗∗∗ 5.285∗∗∗ 5.335∗∗∗ 4.904∗∗∗

(0.817) (0.817) (0.817) (0.814) (0.815) (0.812) (0.814)

Emergency Declaration X X X
N.E. Business X X
Restaurants X X X
Gathering X X
Observations 27,828 27,828 27,828 27,828 27,828 27,828 27,828

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
All speci�cations control for the log of state-speci�c total number of testing (at the weekly level). The sample
is limited to months of March and April. We control for the timing of (i) a statewide emergency declaration
(Column(2)), (ii) non-essential business restrictions (Column (3)), (iii) restaurant restrictions (Column (4)),
and limits on large gatherings (Column (5)). Column (6) controls for the timing of all NPIs simultaneously.
The standard errors are clustered at the state level to account for within county correlation.
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1 Introduction

As the Covid-19 pandemic is disrupting economies across the globe, policymakers are in
search for suitable stabilization policy measures. The scope and design of effective pol-
icy hinges on the channels through which the pandemic affects economic activity. On the
one hand, policymakers need to consider measures that shield productive capacity going
forward to weather disruptions for non-economic reasons in the supply of goods and ser-
vices. Keynesian stimulus policy, on the other hand, addresses demand deficiencies aris-
ing, for example, from actual and expected income risk and higher economic uncertainty.
The relative strength of the forces working on supply and demand during the Covid-19
crisis therefore is a key input to effective policy.

Prices reflect shifts in demand and supply. Given demand, a reduction in the supply
of goods and services generates inflation. Holding production constant, deficient demand
leads to disinflation. We build on this basic economic prediction and study planned price
changes of German firms to forecast aggregate sectoral inflation in the short run. A chal-
lenge to this approach, and price measurement in general during the Covid-19 crisis, is
that certain goods and services are temporarily not available or transferable. The focus of
this paper is on planned price changes of continuing firms which, in our view, alleviates
this concern. Moreover, using transactions data to adjust for changes in current expendi-
tures patterns, Cavallo (2020) shows that official inflation figures are biased upward by
only 0.09 percentage points relative to actual inflation in the German economy.

The main result of this paper is that forces working on supply and demand coexist,
but demand deficiencies dominate in the short run. We predict aggregate sectoral infla-
tion to decline up by as much as 1.5 percentage points through August 2020, reflecting a
substantial drop in aggregate demand. This forecast does not incorporate the temporary
reduction in the German value-added tax rate effective July 2020, which very likely will
reduce inflation even further.

We reach this conclusion through the analysis of monthly producer price micro data for
the German economy. Early into the crisis, the German producer price index decreased by
0.8% in March and by 1.9% in April year-on-year, suggesting a dominant role for demand-
side forces. However, this naive conclusion rests on only two data points and is possibly
confounded by the decline in economic activity that started even before the Covid-19 re-
cession or the substantial drop in oil prices. We therefore turn to unique firm-level mi-
cro level survey data from the ifo-Business Climate Survey (ifo-BCS) and study planned
price adjustments through August 2020 while controlling for other determinants of price-
setting behavior. The ifo-BCS is a large survey of German firms in all relevant sectors of
the economy that provides monthly information on the extensive margin of realized and
three-month ahead planned price-setting decisions of firms. Planned price changes of
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firms in this survey are a strong predictor of quarter-on-quarter producer price inflation
in the manufacturing and retail/wholesale industries. This feature makes the ifo-BCS
highly suitable to predict inflation in the short run if historical correlations continue to
hold.

In the April and May 2020 ifo-BCS survey questionnaires, firms assess their current
business exposure to the Covid-19 pandemic. We first show that firms differentially ex-
posed display very similar dynamics in planned price changes up to March 2020. In
March 2020, most of the public health measures to fight the Covid-19 pandemic in Ger-
many were implemented, e.g. nation-wide school closures on March 13 and a nation-wide
curfew on March 22. Relative to firms with no or only weak exposure to Covid-19, we
estimate a substantial rise of up to ten percentage points in the probability of planned
price decreases for firms with strong negative exposure, and a concurrent decline in the
probability of planned price increases. Conversely, positively exposed firms display an
approximately seven percentage point higher chance of planned price increases and are
less likely to plan price decreases. Since more than 70% of firms report negative effects
due to Covid-19, the frequency of planned price decreases is predicted to increase up to
about five percentage points. The frequency of planned price increases is predicted to
decline, if anything. These findings suggest a dominant role for demand in price-setting
behavior early into the crisis.

We investigate heterogeneity in planned price changes with respect to demand and
supply forces underlying the estimated average effect using additional information avail-
able from the survey responses. We use the change in order books over time as a proxy
variable for positive and negative shifts in demand. We also explore a number of spe-
cific regular and newly asked survey questions that ask firms about negative supply-side
shifts, such as the lack of intermediate inputs. As cell sizes become small in this case, het-
erogeneity analysis lacks sufficient statistical power to draw strong conclusions. However,
whenever we find significant effects, they suggest that positive demand shifts increase the
probability of planned price increases and negative demand shifts increase the probability
of planned price decreases. Disruptions in supply, in turn, dampen the estimated average
effect and increase the chance of planned price increases. Our evidence is therefore consis-
tent with the coexistence of forces working on both supply and demand in the Covid-19
recession. On average, however, demand deficiencies dominate such that the estimated
average effect suggests a demand-driven recession.

In a final step, we assess the implications of the Covid-19 crisis on the aggregate sec-
toral price level in the short run. To this end, we project current and future producer price
inflation on the frequency of planned price decreases and price increases. The estimated
coefficients from this regression provide the effects of a unit increase in planned price
adjustments today. We multiply these coefficients by the aggregated firm-level effects.
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Under the assumption that the correlation between planned price changes and inflation
continues to hold, we then predict producer price inflation to decrease over time, falling
as much as 1.5 percentage points through August 2020.

Our results provide support for a number of studies that highlight the importance
of weak demand in the crisis. This includes the traditional channels of a reduction in
overall demand due to higher actual and expected income (unemployment) risk and the
corresponding increase in precautionary savings (compare, e.g. (Eichenbaum et al., 2020)).
Other studies have suggested that demand and supply distortions of some sectors spill
over to others. Guerrieri et al. (2020) argue that the supply reduction in some sectors will
lead to an overall reduction in demand, also in not primarily affected sectors. This is the
case especially if goods and services are no perfect substitutes in consumption. Caballero
and Simsek (2020) also highlight potential demand deficiencies to originate in asset price
spirals. Barrot et al. (2020) argue that distance to demand of different sectors will lead
to differential effects of output and prices across goods, upstream sectors (further away
from demand) being most adversely affected. Farhi and Baqaae (2020) support the basic
economic intuition about inflationary supply shocks and deflationary demand shocks in
a disaggregated New Keynesian economy.

We are not aware of another empirical study about producer price setting in the Covid-
19 crisis. Cabral and Xu (2020) focus on price development of very few special goods such
as face masks. Brinca et al. (2020) estimate sectoral labor supply and demand shocks for
the US economy and find that the former outsize the latter. Investigating U.S. household
expectations early in the Covid-19 crisis, Dietrich et al. (2020) document an increase in
consumer price inflation expectations in March 2020. There also exist early contributions
that empirically investigate spending during the crisis. As documented by Cavallo (2020),
but also Baker et al. (2020) or Carvalho et al. (2020), the applied measures heavily distort
the composition of spending. This mirrors the substantial heterogeneity in price setting
documented in our study. Finally, our study is related to a growing number of contri-
butions that study firm-level exposure to the Covid-19 crisis. Bartik et al. (2020), Hassan
et al. (2020), and Buchheim et al. (2020a) are examples.

The remainder of this paper is organized as follows. Section 2 documents the data
and provides summary statistics of the survey variables. Section 3 presents estimation
results on the relationship between Covid-19 exposure and price setting expectations, also
conditional on demand and supply shifts. Section 4 aggregates the estimated effects to
aggregate sectoral producer price inflation. Section 5 concludes.
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2 Data

2.1 Planned Price Changes from the ifo Business Climate Survey

We use the ifo Business Climate Survey (ifo-BCS) which is a monthly firm survey among
a large sample of German firms in all relevant sectors of the economy.1 The survey con-
tains mostly qualitative questions, including information about the extensive margin of
planned and realized price changes. Specifically, we use a question on whether firms plan
to increase, decrease, or leave unchanged their prices over the following three months as
well as a similar question on price realizations in the preceding month.2

Overall, we build our analysis on a sample of on average 6,081 firms (2,175 in man-
ufacturing, 2,101 in services, and 1,805 in retail/wholesale).3 Figure 1 exhibits aggregate
time series of realized and planned pricing decisions since 2012. Following the patterns
of the overall PPI, realized and planned price increases have become less frequent during
the first months of 2020 while price decreases were reported more frequently. This pat-
tern strongly amplified after March when the German government implemented strong
measures to prevent the spread of Covid-19. This is in line with Buchheim et al. (2020b)
who—using the same survey as this paper—show that German firms were unexpectedly
hit by the Covid-19 crisis when it reached their domestic market in March 2020.4

Planned price adjustments in the ifo-BCS very closely co-move with quantitative pro-
ducer price changes observed in administrative data. Figure 2 documents this co-movement
since 2007 for manufacturing, wholesale, and retail industries separately. Here, planned
price changes of firms in the ifo-BCS are aggregated using their representative weights 5 in

1The ifo-BCS micro data provides the basis for the most recognized leading indicator of the German busi-
ness cycle. See Sauer and Wohlrabe (2020) for details. According to a meta-study by Sauer and Wohlrabe
(2019), questions are usually answered by senior management such as firm owners, members of the execu-
tive board, or department heads.

2The price realizations data of the ifo-BCS have been used in other recent studies: Bachmann et al. (2019)
study the relation between uncertainty and price setting, Balleer et al. (2017) investigate the relationship
between financial constraints and price setting, Link (2019) examines the effect of the 2015 introduction of
a nation-wide minimum wage on price setting of firms and Balleer and Zorn (2019) study the response of
producer prices to monetary policy shocks.

3We harmonize the data following Link (2020) which primarily involves the cleaning and assignment of
industry codes of the official German WZ08 industry classification system. Moreover, and in contrast to the
service and retail/wholesale sectors, the manufacturing survey is run at the product type level. During the
time period used, the survey only covers the main product of each firm and the special questions related to
the Covid-19 pandemic described below always refer to the firm as a whole.

4In the beginning of March, only a few German counties were strongly affected by Covid-19. In the
subsequent weeks, infection rates increased exponentially resulting in nation-wide school closures on March
13 as well as the implementation of a nation-wide curfew on March 22. Buchheim et al. (2020b) document
that firms’ business outlook showed their strongest decrease only after March 13. As roughly three out of
four respondents participated in the March wave of the ifo-BCS before this date, the April wave constitutes
the first in which all respondents face the Covid-19 crisis.

5Weighting follows a two-step procedure (Sauer and Wohlrabe, 2020). In the first step, we aggregate at
the industry level weighting by size based on employment and turnover in the manufacturing industry and
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Figure 1 – Frequency of Realized and Planned Price Decreases and Increases over Time
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Notes: The figures depict the frequency of realized and planned price decreases and increases as reported to the ifo-BCS. The
time series cover the sample used in this study, i.e., manufacturing, retail/wholesale, and services industries, and are seasonally
adjusted.

Figure 2 – Co-Movement of Planned Price Changes and Producer Price Inflation
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(c) Retail

-.0
1

-.0
05

0
.0

05
.0

1
.0

15
R

et
ai

l Q
-o

n-
Q

 In
fla

tio
n

-.1
0

.1
.2

.3
.4

Pl
an

ne
d 

Pr
ic

e 
C

ha
ng

es

2007m1 2009m1 2011m1 2013m1 2015m1 2017m1 2019m1
Date

Notes: The figure plots times series of the realized change in producer price indices from the German Federal Statistical Office
(Destatis) relative to three months before (dashed orange line; right axis) against mean reported 3-months ahead planned price
changes from the ifo-BCS weighted by firms’ representative weights (solid black line; left axis) for the samples of (a) manufactur-
ing, (b) wholesale, (c) retail (incl. car sellers) industries. Destatis does not provide a monthly producer price index covering the
entire service sector which is hence not displayed here. All series are seasonally adjusted.

the survey and compared to the official producer price inflation from the German Federal
Statistical Office (Destatis).6 In manufacturing the contemporaneous correlation between
these two series is 0.75. In wholesale, the corresponding correlation is 0.64 and in retail
about 0.53.

2.2 Descriptive Evidence on the Covid-19 Crisis

In April and May 2020, the ifo-BCS asked firms to assess how strongly their business sit-
uation is affected by the Covid-19 crisis on a scale ranging from -3 to 3. Table 1 shows

all other sectors, respectively. In the second step, industries are aggregated using gross value added shares
as weights.

6A respective comparison for the service sector is missing due to lack of an official monthly producer
price index by Destatis.
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Table 1 – Summary Statistics: Prices and Business Conditions

Covid-19 Exposure

-3 -2 -1 0 1 2 3 Total

Planned Price Increase .088 .076 .095 .107 .183 .21 .312 .102
.284 .266 .293 .31 .387 .408 .464 .303

Planned Price Decrease .22 .142 .092 .044 .042 .044 .05 .136
.414 .349 .288 .205 .201 .206 .219 .342

Planned Price Change .308 .219 .186 .151 .225 .254 .362 .238
.462 .414 .39 .358 .418 .436 .482 .426

Price Increase .041 .051 .057 .079 .169 .19 .321 .068
.198 .219 .232 .27 .375 .393 .468 .252

Price Decrease .154 .099 .057 .041 .045 .041 .062 .096
.361 .298 .232 .199 .208 .2 .242 .295

Price Change .195 .149 .114 .121 .214 .231 .383 .164
.396 .356 .318 .326 .41 .422 .487 .37

Positive Business Conditions .008 .039 .209 .524 .594 .792 .865 .188
.091 .194 .406 .5 .492 .406 .343 .391

Negative Business Conditions .908 .545 .138 .038 .029 .029 .059 .467
.29 .498 .345 .19 .168 .167 .235 .499

Positive Business Expectations .121 .114 .097 .09 .167 .285 .336 .122
.326 .318 .296 .287 .373 .452 .474 .327

Negative Business Expectations .743 .674 .542 .3 .252 .218 .229 .582
.437 .469 .498 .459 .435 .414 .421 .493

Expected Revenue Change in % -37.156 -22.922 -12.658 -6.232 -.248 3.956 13.365 -20.988
21.79 13.522 9.88 9.046 9.56 15.255 40.19 21.385

Observations 3620 2592 2397 1252 552 316 223 10952
Percent 33.05 23.67 21.89 11.43 5.04 2.89 2.04 100
Notes: Numbers depict means and standard deviations (small) of variables by column group. Observations are grouped by
the Covid-19 Exposure variable on a scale ranging from -3 (“strong negatively affected”) to 3 (“strongly positively affected”).
Observations in 2020:M04/M05 are used. Expected Revenue Change in % was asked in 2020:M04 and refers to overall revenue
in 2020.

summary statistics for this measure of Covid-19 exposure in relation to price setting infor-
mation and other survey responses explained below. The results show substantial hetero-
geneity in whether and how the crisis affects firms. In April and May 2020, 33% of firms
exhibit a strong negative exposure to the Covid-19 crisis (-3), 24% assess their situation as
negatively affected (-2), while 22% state to be only weakly negatively affected (-1). 11%
of firms assess no particular exposure to Covid-19. 5%, 3%, and 2% state that they are
positively affected with increasing exposure of 1, 2, and 3, respectively.

In every month, the ifo-BCS elicits firms’ current business situation and expectations
for the next six months on a trichotomous [-1/0/1]-scale. As Table 1 shows, firms that
state that they are positively affected by the Covid-19 crisis mostly assess their business
situation and outlook positively and vice versa. In addition, the April survey asked firms
about the expected impact of the Covid-19 crisis on their revenues in 2020 measured as a
percentage increase or decrease. Clearly, firms expect a higher loss in revenue when more
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adversely affected by Covid-19. However, it is important to note that the overlap between
Covid-19 exposure and current business situation is not perfect. Quite a few firms with
no or positive Covid-19 exposure contemporaneously report a negative business situation
and expectation, and also a drop in expected revenues. In contrast, some firms with no
or negative Covid-19 exposure state a positive business situation and expectation. Hence,
Covid-19 exposure captures information over and above the normally assessed business
situation that is specific to the situation during the pandemic.

Tables A.3 through A.2 in the Appendix document the exposure to the Covid-19 crisis
across industries, separately by manufacturing, retail/wholesale, and services. Overall,
firms in services are more adversely affected than retail/wholesale firms. Services depict
close to no positive exposure with some sectors in which (close to) the entity of firms are
strongly negatively affected. Not surprisingly, these include business related to travel,
the hospitality sector, and entertainment industries. Retail firms are on average more
adversely affected than firms in wholesale, but exhibit a 20% share that has positive expo-
sure which mostly corresponds to supermarkets. Moreover, manufacturing firms are less
severely affected on average. Among these, firms that manufacture leather goods, drinks,
and that offer repair and installation of machines are most adversely affected. Most posi-
tively affected are firms that manufacture food, rubber and plastic goods, pharmaceutical
as well as paper and cardboard goods.

Table 1 documents the relationship between Covid-19 exposure and pricing decisions
reported in the April and May waves of the ifo-BCS. About 16.4% of firms changed their
prices in March and April, 9.6% of which decreased and 6.8% of which increased their
prices. Firms strongly affected by Covid-19 change their prices more often than mildly
affected firms. The frequency of price increases rises in Covid-19 exposure, while the fre-
quency of price decreases falls. Looking forward, about 23.8% of firms planned to change
their prices in the subsequent three months, 10.2% of which planned to increase and 13.6%
of which planned to decrease their prices. Hence, as already shown in Figure 1, firms over-
all tend to decrease prices more often in the first months of the Covid-19 crisis and also
plan prices to decrease more strongly moving forward. Underneath these general trends,
positively affected firms tend to increase their prices, while negatively affected firms tend
to decrease their prices. Planned price changes are similarly distributed as realized price
changes. Tables A.4 to A.6 shows the equivalent of Table 1 separately for manufacturing,
wholesale/retail and services. While firms in manufacturing and services change and ex-
pect to change prices less often and firms in retail/wholesale change and expect to change
prices more often than the overall average, the overall price setting patterns are reflected
across sectors.

In the following, we group firms by Covid-19 exposure in April 2020 into four cate-
gories: Very strongly and strongly negatively affected firms with a Covid-19 exposure of
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Figure 3 – Planned Price Decreases and Increases over Time by Covid-19 Exposure

(a) Planned Price Decreases
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Notes: Frequency of planned price decreases (left) and price increases (right) reported to the ifo-BCS. Firms are grouped by the
degree to which their businesses are affected by the Covid-19 crisis reported to the survey in 2020:M04 on a scale ranging from
-3 (“strongly negatively affected”) to 3 (“strongly positively affected”).

−3 and −2, respectively, strongly positively affected firms (2 or 3) and a baseline category
of no or only weakly affected firms with exposure between −1 and 1. Figure 3 plots the
fraction of firms with planned price decreases and increases from January 2018 to May
2020 for these groups. Generally, price decreases have become more frequent since 2018,
while price increases have fallen. Over time, pricing decisions across Covid-19 exposure
categories followed similar trends albeit slight differences in the levels of the variables.
Once the Covid-19 crisis hit Germany in March 2020, a clear increase in the dispersion
of price setting decisions is visible across categories leading to the differences in planned
price changes outlined in Table 1.

Importantly, there is a large degree of heterogeneity in price setting behavior of firms
underneath the average developments: A substantial share of positively affected firms
decreases prices and plans to decrease prices further, and vice versa. This speaks in fa-
vor of the existence of differential changes in demand and supply that are heterogeneous
across firms. The ifo-BCS allows to take a detailed look into these underlying mechanisms
of price setting by exploring questions related to supply and demand which are mostly
specific to the subsets of manufacturing, retail/wholesale, and services firms.

The differential impact of the Covid-19 crisis on firms businesses is related to several
measures capturing the supply side of firms as documented in Table 2. Details about the
underlying survey question and availability of these variables can be found in the notes
to the Table. First, strongly negatively affected firms in manufacturing use only about
54% of their production potential in April and capacity utilization has strongly decreased
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relative to twelve months before for all negatively affected firms.7 This reduction in po-
tential output is likely to be caused by supply-side restrictions. As depicted in Appendix
Tables A.7 through A.9, this pattern is also prevalent in additional measures of adverse
supply developments such as distorted supply chains and plant closures.8 Second, firms
in manufacturing and retail/wholesale were asked in April 2020 whether they were ex-
periencing delivery problems of intermediate products and goods. While a substantial
share of firms is affected by supply bottlenecks across all groups of Covid-19 exposure,
these restrictions are more frequent the stronger the exposure and even more frequent to
strongly positively (63%) compared to strongly negatively affected firms (45%).

Reduced productive activity is also strongly associated with measures indicating a fall
in demand. To investigate this, we use information provided by firms about whether
their orders have increased, decreased, or remained the same compared to the previous
month. A reduction in orders may affect output in different ways in manufacturing and
retail/wholesale. In the first case, it may severely constrain the production of final goods.
In the second case, it may reduce output less if not all goods on offer in a retail/wholesale
firm are affected. We therefore report orders separately for the different subsets of firms
in Table 2. The general patterns are very similar, however. Between 84 and 93% of the
firms strongly negatively exposed to Covid-19 experience a reduction in orders, while
only between 2 and 3% of those experience an increase in orders. While only a small share
of firms that are strongly positively affected by the Covid-19 crisis report a decrease in
orders, more than half of those report an increase in orders. These patterns are supported
by negatively affected firms that report a reduction in demand as one reason for their
adverse exposure, see Tables A.7 through A.9 in the Appendix. Hence, while negatively
affected firms on average report a reduction in demand and positively affected firms on
average report an increase, the summary statistics convey substantial heterogeneity in
order developments within each group of Covid-19 exposure.

7Manufacturing firms regularly report their quantitative capacity utilization in the first month of each
quarter. Hence, data are only available for April 2020.

8Unsurprisingly, negative exposure to the Covid-19 crisis is associated with a higher frequency of plant
closures. In addition, firms were asked for reasons of their exposure to the Covid-19 crisis in March 2020.
On average, 34% of firms reported disruptions in their supply chain with respect to intermediate products
and goods which was increasing in the degree of negative exposure to Covid-19 reported in the subsequent
month. Disruptions in the delivery or sales of final goods were also more relevant for negatively exposed
firms. In turn, we do not find a clear relationship between the Covid-19 exposure and firms general depen-
dency on imported intermediates elicited in April 2020 as well as the probability that their production was
constrained by a lack of material. Details about the underlying survey question and availability of these
variables can again be found in the notes to the Tables.
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Table 2 – Summary Statistics: Suppy and Demand Indicators by Industry

Covid-19 Exposure

-3 -2 -1 0 1 2 3 Total

Manufacturing

Capacity Utilization (in %) 54.432 70.4 79.662 85 87.901 81.333 84.5 71.439
20.279 18.1 15.404 13.676 12.244 21.674 19.527 20.864

Cap. Util. (Y-Y in PP) -27.414 -13.911 -4.776 -.222 4.538 .132 11.176 -11.954
21.945 16.839 14.354 13.885 10.335 18.177 11.254 20.222

Supply Bottleneck .451 .456 .418 .297 .365 .485 .625 .426
.498 .499 .494 .458 .485 .508 .5 .495

Less Orders .844 .668 .318 .09 .051 .123 .049 .535
.363 .471 .466 .287 .221 .331 .218 .499

More Orders .027 .035 .102 .244 .325 .494 .683 .099
.163 .183 .303 .43 .47 .503 .471 .299

Retail/Wholesale

Supply Bottleneck .497 .548 .533 .368 .566 .61 .661 .523
.5 .498 .5 .485 .498 .491 .477 .5

Less Orders .851 .626 .386 .174 .134 .093 .141 .533
.356 .484 .487 .379 .341 .292 .349 .499

More Orders .024 .045 .105 .151 .267 .396 .592 .119
.154 .208 .307 .359 .443 .49 .493 .323

Services

Less Orders .929 .624 .179 .054 .021 .039 .314 .503
.257 .485 .383 .227 .144 .196 .471 .5

More Orders .015 .042 .179 .365 .448 .647 .543 .142
.122 .201 .383 .482 .499 .483 .505 .349

Notes: Numbers depict means and standard deviations (small) of variables by column group. Observations are grouped by the
Covid-19 Exposure variable on a scale ranging from -3 (“strong negatively affected”) to 3 (“strongly positively affected”). Obser-
vations in 2020:M04/M05 are used. Capacity Utilization (in %), Cap. Util. (Y-Y in PP), and Supply Bottleneck are only available
in 2020:M04. The variables are only asked in the respective subsamples as displayed in the table. The order variables (Less/More
Orders) refers to the question whether orders of firms are currently relatively large, normal, or small (in the Retail/Wholesale
survey this question refers to the order situation vs. last year). The Supply Bottleneck variable refers to the question whether
firms have supply problems regarding important raw materials/goods from Germany and abroad. For manufacturing firms, this
question is only asked in the online survey (more than 75% of firms used the online survey).
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3 Empirical Analysis

3.1 Average Effects of Covid-19 Exposure on Planned Price Adjustment

In a first step, we explore differences in planned price changes across Covid-19 exposure
categories, separately for each month-year t between 2018:M01 and 2020:M05 based on
the following regression:

Yi,t = δ−31 (Covidi,04/20 = −3) + δ−21 (Covidi,04/20 = −2) + δ{2,3}1 (Covidi,04/20 = 2∨ 3)

+ c + αs + X′i,t−3β + Taylor1 + . . . + Taylor12 + ui,t (1)

Here, Yi,t refers to an indicator for planned price increases or decreases over the follow-
ing three months for firm i. In addition to dummy variables for each Covid-19 exposure
category as of 2020:M04, we include two-digit WZ08 industry fixed effects (αs), separate
indicators for positive and negative responses to the questions about business situation,
business expectations, and orders, lagged by three months, to control for past economic
activity of firms (collected in Xi,t−3), a constant (c), and dummy variables to control for
Taylor pricing, i.e., price changes that occur in fixed time intervals (e.g. every six months,
see Lein (2010) and Bachmann et al. (2019)).

Figure 4 shows the time series of the frequency of planned price increases and de-
creases for each Covid-19 exposure category, net of controls.9 In every month, the differ-
ence between each line relative to firms with weak or no exposure corresponds to the esti-
mated coefficient δi, with i = −3,−2, {2, 3}, from Equation (1).10 The frequency-weighted
average of all lines in a given month equals the month’s sample average.

Overall, the patterns in Figure 3 remain to hold after controlling for other determi-
nants of firms’ planned price changes. The left panel shows that the frequency of planned
price decreases displays essentially identical dynamics across exposure categories prior
to 2020:M03, indicated by the vertical red line, when measures to prevent the spread of
Covid-19 were installed (see Footnote 4). Figure 4 suggests that these patterns would
have continued if it were not for the Covid-19 pandemic. However, we observe a marked
change in the frequency of planned price decreases in 2020:M04. The frequency of planned
price decreases skyrockets for very strongly negatively exposed firms, rapidly rises for
firms with strong negative exposure, and remains at similar levels for positively exposed
firms, suggesting a strong deflationary effect of Covid-19 exposure. Similarly, the right
panel of Figure 4 shows that the frequency of planned price increases displays similar

9See Yagan (2015) for a similar approach in a different context.
10Figure A.1 in the Appendix shows the estimated coefficients together with corresponding 95%-

confidence intervals based on standard errors clustered at the industry level. Level differences between
Covid-19 exposure categories are not statistically different relative to the baseline category in most months.
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Figure 4 – Effects of Covid-19 Exposure on Planned Price Adjustment

(a) Planned Price Decreases
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Notes: This figure shows the time series of the frequency of planned price decreases (left) and price increases (right) for each
Covid-19 exposure category as of 2020:M04, net of controls. In every month, the difference between each line relative to firms
with weak or no exposure corresponds to the estimated coefficient δi , i = −3,−2, {2, 3} from Equation (1). The frequency-
weighted average of all lines in a given month equals the month’s sample average.

dynamics across exposure categories prior to 2020:M03. Interestingly, there is no spike
comparable to the frequency of planned price decreases that would suggest upward price
pressure during the Covid-19 pandemic. The frequency of planned price increase remains
at similar levels for firms with positive exposure and falls for those with (very) strong
negative exposure.

Next, we exploit the panel dimension of the ifo-BCS and the timing of events to account
for level differences, seasonality (the frequency of price increases is highest at the begin-
ning of each year), and business cycle movements (slight upward and downward trends
in planned price decreases and increases, respectively, consistent with German economy
cooling during this period) observed in Figure 4. We estimate the following regression on
the sample 2018:M01 to 2020:M05:

Yi,t =δ−31 (Covidi,t = −3) + δ−21 (Covidi,t = −2) + δ{2,3}1 (Covidi,t = 2∨ 3)

+ ci + αs + X′i,t−3β + Taylor1 + . . . + Taylor12 + γt + ui,t (2)

We estimate Equation (2) for the each outcome Yi,t. We set the Covid-19 exposure category
Covidi,t to zero for all observations prior to 2020:M04. Building on Equation (1), we add
firm fixed effects ci, which also absorb level differences in the probability to plan price ad-
justments across exposure categories, and month-year fixed effects γt. All other variables
are as before.

Table 3 shows results. Columns 1, 4 and 7 contain estimation results when only the
Covid-19 exposure category indicators are included in the regression. Columns 2, 5 and
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8 show results based on Equation (2) without firm fixed effects. Columns 3, 6 and 9 add
firm fixed effects to the specification.11

Table 3 – Effects of the Covid-19 Pandemic on Planned Price Adjustment

Planned Price Decrease Planned Price Increase Planned Price Change

Covid-19 Exposure (1) (2) (3) (4) (5) (6) (7) (8) (9)

Neg.very strong 0.15∗∗∗ 0.11∗∗∗ 0.099∗∗∗ -0.11∗∗∗ -0.026∗∗∗ -0.018∗∗ 0.044∗∗∗ 0.084∗∗∗ 0.081∗∗∗

(0.0075) (0.0090) (0.0084) (0.0056) (0.0083) (0.0088) (0.0086) (0.011) (0.011)

Neg.strong 0.075∗∗∗ 0.049∗∗∗ 0.042∗∗∗ -0.12∗∗∗ -0.018∗∗ -0.0031 -0.045∗∗∗ 0.031∗∗∗ 0.039∗∗∗

(0.0073) (0.0087) (0.0081) (0.0058) (0.0082) (0.0085) (0.0089) (0.011) (0.011)

Positive -0.020∗∗ -0.038∗∗∗ -0.024∗∗ 0.055∗∗∗ 0.082∗∗∗ 0.066∗∗∗ 0.034 0.044∗∗ 0.042∗

(0.0093) (0.011) (0.011) (0.020) (0.021) (0.022) (0.021) (0.021) (0.022)

Observations 89018 75315 75118 89018 75315 75118 89018 75315 75118
Time + Ind. FE No Yes Yes No Yes Yes No Yes Yes
Controls No Yes Yes No Yes Yes No Yes Yes
Firm FE No No Yes No No Yes No No Yes

Notes: Linear Probability Model estimates, standard errors (clustered at firm level) in parentheses. Neg.very strong, Neg.strong and
Positive are binary indicators refering to values -3, -2, {2,3} relative to {-1,0,1} of Covid-19 Exposure variable (scale: -3 to 3). Ind.
FE refers to two-digit WZ08 industry fixed effects. Controls include separate indicators for positive and negative responses to
questions about business situation, business expectations, orders (all lagged by three months) and Taylor dummies. ∗ p < 0.10,
∗∗ p < 0.05, ∗∗∗ p < 0.01.

Column 2 shows that the probability of planned price decrease spikes by eleven per-
centage points for firms very strongly negatively affected by Covid-19, relative to the base-
line category of weak or no exposure. For firms strongly negatively affected, the proba-
bility of planned price decreases rises about five percentage points relative to the only
weakly affected firms. By contrast, firms with positive Covid-19 exposure experience a
decline in the chance of planned price decrease by about four percentage points. These
estimates are all significant at least at the 5% significance level. They are also economically
large compared to the unconditional frequency of planned price decreases of 5.2 percent
with standard deviation equal 22.3 percentage points in the period 2018:M01–2019:M12.
Column 3 shows that their magnitude decreases slightly after controlling for firm fixed
effects.

Columns 5 and 6 tabulate the corresponding effects on the probability of planned price
increases. Firms very strongly negatively affected by Covid-19 display an approximately
three percentage points lower chance of planned price increases. In the case of strongly
negatively exposed firms there are no significant effects. By contrast, firms that report a
positive effect of Covid-19 on their business situation show a significant eight percent-
age points increase in the probability of planned price increase, relative to a pre-2020 fre-
quency of 22.6 percent with standard deviation equal 41.8 percentage points.

Columns 8 and 9 of Table 3 show the net effect of planned price increases and de-

11The number of observations drops slightly in these specifications due to firms only observed for a single
month.
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creases on planned price changes. For firms with very strong negative exposure, planned
price change increases by about eight percentage points, reflecting the fact that the rise
in the probability of planned price decreases outweighs the decline in the probability of
planned price increases. The same is true for firms strongly negatively affected by Covid-
19, which increase the chance of planned price change by about four percentage points.
The probability of planned price change for firms with positive exposure rises by about
four percentage points, although in this case reflecting a stronger increase in the probabil-
ity of planned price increase relative to the probability of planned price decrease. Again,
these estimates are economically sizable compared to a pre-2020 probability to change
prices of 27.9 percent with standard deviation equal 44.8 percentage points.

Table A.10 in the Appendix reports estimates from estimating Equation (2) separately
for the manufacturing, retail/wholesale, and services industries. The results show that
negative Covid-19 exposure leads to higher probability of planned price decrease across
all sectors, with somewhat weaker effects in manufacturing, possibly reflecting the pres-
ence of long-term contracts between buyers and suppliers. Positive Covid-19 exposure
does not display any significant differences in planned price adjustment in services, pre-
sumably because there only very few observations as Section 2 discussed. Positively af-
fected firms plan fewer price decreases in the manufacturing industry while they plan to
increase their prices in the retail/wholesale sector.

The sharp decline in oil prices during the Covid-19 crisis might lead to significantly
lower producer prices. The results of Table 3 are potentially driven by this channel. We
address this concern by including time fixed effects for each two-digit WZ08 industry.
Table A.11 in the Appendix presents results. Columns 3, 6, and 9 show that the regression
coefficients are not significantly different from our baseline specifications. Hence, our
results are robust to the drop in oil prices.

We interpret our results as demand effects dominating the supply shock, consistent
with the arguments in Guerrieri et al. (2020), Caballero and Simsek (2020) and others.
The shift in price-setting behavior towards more planned price decreases by firms nega-
tively affected by Covid-19 is consistent with the notion of negative demand effects. Con-
versely, the shift towards more planned price increases in firms with positive exposure
suggest positive demand effects. These results suggest that the Covid-19 recession is a
demand-driven recession. Importantly, this conclusion does not contradict the narrative
that supply-side forces, e.g., a drop in labor supply or supply chain disruptions, forced
the economy into recession. It is worth to recall that these estimates reflect average be-
havior, and thus do not preclude the presence of supply-side effects. On the one hand, the
economic shield policies might have dampened the negative effect of supply-side disrup-
tions. On the other hand, shocks to the supply side can propagate to demand deficiencies
that potentially exceed the effects of the original shock in magnitude. This coexistence of
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supply and demand forces pulls the price level in opposite directions. Disentangling the
effects of demand and supply to show their coexistence and price-setting implications is
a challenge that we take up in the next.

3.2 Heterogeneous Effects: Disentangling Demand and Supply

The analysis in Section 2 shows that the Covid-19 pandemic and its propagation through
the economy has sharply differential impacts on firms. While some firms display signs
of demand deficiencies witnessed by weaker order books, another smaller set of firms
experiences an increase in demand reflected by higher orders. Others seem to suffer from
supply-side constraints indicated by the lack of intermediate inputs due to supply chain
disruptions, capacity or production constraints and other specific questions in the survey.
In this section, we use this additional survey information as proxy variables for supply
and demand forces to investigate their implications for price-setting behavior.

Let SDshi f ti,t denote an indicator for a proxy variable for a given force. We extend
Equation (2) as follows:

Yi,t =η−3,01 (Covidi,t = −3) + η−3,11 (Covidi,t = −3∧ SDshi f ti,t = 1)

+η−2,01 (Covidi,t = −2) + η−2,11 (Covidi,t = −2∧ SDshi f ti,t = 1)

+η{2,3},01 (Covidi,t = 2∨ 3) + η{2,3},11 ((Covidi,t = 2∨ 3) ∧ SDshi f ti,t = 1)

+ ci + αs + X′i,t−3β + Taylor1 + . . . + Taylor12 + γt + ui,t (3)

Here, all coefficients refer to the group of weakly exposed firms as the reference group and
can, hence, be compared to the results of Equation (2). We estimate Equation (3) using ad-
ditional information from the ifo-BCS to capture supply and demand-side forces, one at
a time. Since the specific questions we use slightly differ across survey questionnaires
for each sector, and to allow (coarsely) for heterogeneity across industries, we provide
separate results for the manufacturing, retail/wholesale, and services industries in the
following. Regarding positive and negative demand shifts, we use information about or-
der books as discussed in Section 2 and summarized in Table 2. This variable is observed
in every month and all survey questionnaires for each sector. Regarding negative sup-
ply shifts, we explore a number of different questions that are measured in either March,
April or May 2020 and that we employ as time-constant indicators. Table 4 employs in-
formation about lacking intermediate inputs caused by supply chain disruptions which
was measured in April 2020 and which is available in both manufacturing and whole-
sale/retail industries.

Table 4 reports the estimates. Since our interactions consider narrowly defined groups
and we look at within firm-variation in these groups, our results lack sufficient statistical
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power in many of these subgroups. Our results should therefore not be understood as
reflecting a decomposition of the estimated effects in Table 3. Instead, they are indicative
of the presence and direction of demand and/or supply effects in planned price changes.
In the following, we will therefore discuss those subgroups that exhibit significant results.

Let us start with negative shifts in supply due to lack of intermediate inputs. In gen-
eral, negative supply shifts dampen to some extent the pricing patterns documented in
Table 3. Overall, the estimated effects are in line with basic economic theory in which a
reduction in supply asserts inflationary pressure all other things equal. The supply ef-
fects are in no case large enough to offset the overall patterns, however. Column 4 in
Table 4 shows that firms with negative Covid-19 exposure which do not experience neg-
ative supply shifts are about 2 percentage points less likely to increase prices compared
to weakly exposed firms. For firms with the same exposure that do experience negative
supply shifts this probability increases by about 3 percentage points. A similar pattern
is visible in wholesale/retail industries. Here, very strongly negatively affected firms are
approximately six percentage points more likely to schedule price increases than compa-
rable firms without negative supply shifts. As column 1 shows, these firms are also about
eight percentage points less likely to plan price decreases.

These results are confirmed based on the various different measures described in Sec-
tion 2. Table A.12 in the Appendix uses a similar but separately measured question about
supply side disruptions in March 2020. Here, negative supply shifts also offset the over-
all pricing patterns of positively affected firms in wholesale/retail industries. Significant
effects in Table A.13 in the Appendix reports the same direction when firms assess their
production possibilities to be currently constrained in all sectors. Table A.14 interacts
Covid-19 exposure with capacity utilization in manufacturing and exhibits that strongly
negatively exposed firms with lower capacity utilization are expected to decrease prices
less often. We further consider whether imports play a particular role for pricing (see
Table A.15). They generally do not interact significantly with how Covid-19 exposure
affects prices with one exception: Strongly negatively affected firms in retail/wholesale
which depend on imported intermediate goods from China expect to decrease prices sig-
nificantly more often.

Next, let us consider the effect of demand shifts. A reduction in orders suggests a nega-
tive shift in demand, while an increase in orders suggests a positive shift in demand. Gen-
erally, a reduction in orders is expected to positively affect planned price decreases and
negatively affect planned price increases and vice versa. Our results show that this is the
case, primarily in the retail/wholesale sector. Here, very strongly and strongly negatively
exposed firms are 19 and about 8 percentage points more likely to plan price decreases and
very strongly negatively affected firms are 12 percentage points less likely to plan price
increases. This is confirmed using an alternative question about negative demand shifts in
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Table 4 – Effects of the Covid-19 Pandemic on Planned Price Adjustment: Supply and Demand

Planned Price Decrease Planned Price Increase Planned Price Change

Covid-19 Exposure (1) (2) (3) (4) (5) (6) (7) (8) (9)

Manufacturing

Neg.vs 0.081∗∗∗ 0.048∗ 0.087∗∗∗ -0.0018 -0.0080 -0.013 0.079∗∗∗ 0.040 0.073∗∗∗

Neg.s 0.016 0.060∗∗∗ 0.056∗∗∗ -0.024∗ -0.011 -0.011 -0.0072 0.049∗∗ 0.045∗∗∗

Pos. -0.082∗∗ -0.055∗∗ -0.044 0.070 0.055 0.048 -0.012 -0.00014 0.0040
Neg.vs × Supply− -0.018 -0.017 -0.035
Neg.s × Supply− 0.021 0.030∗ 0.051∗

Pos. × Supply− 0.030 -0.024 0.0064
Neg.vs × Orders− 0.045 -0.0047 0.041
Neg.s × Orders− -0.0098 0.00072 -0.0091
Pos. × Orders− 0.0026 0.24∗ 0.24∗

Neg.vs × Orders+ -0.033 0.060 0.027
Neg.s × Orders+ -0.056∗ 0.0099 -0.046
Pos. × Orders+ -0.020 0.053 0.032

Observations 19186 26591 26591 19186 26591 26591 19186 26591 26591

Retail/Wholesale

Neg.vs 0.19∗∗∗ -0.016 0.15∗∗∗ -0.086∗∗∗ 0.032 -0.067∗∗∗ 0.10∗∗∗ 0.016 0.085∗∗∗

Neg.s 0.070∗∗∗ 0.0038 0.058∗∗∗ -0.037 0.010 -0.022 0.032 0.014 0.036
Pos. -0.026 -0.048∗∗∗ -0.023 0.039 0.088∗∗∗ 0.0059 0.013 0.040 -0.018
Neg.vs × Supply− -0.084∗∗ 0.063∗∗ -0.021
Neg.s × Supply− -0.027 0.034 0.0071
Pos. × Supply− -0.018 0.078 0.059
Neg.vs × Orders− 0.19∗∗∗ -0.12∗∗∗ 0.080∗

Neg.s × Orders− 0.084∗∗∗ -0.048 0.036
Pos. × Orders− 0.12∗ -0.028 0.095
Neg.vs × Orders+ -0.22∗∗∗ 0.13 -0.091
Neg.s × Orders+ -0.049 0.053 0.0041
Pos. × Orders+ -0.022 0.18∗∗∗ 0.16∗∗∗

Observations 20585 22077 22077 20585 22077 22077 20585 22077 22077

Services

Neg.vs 0.093∗∗ 0.11∗∗∗ -0.023 -0.017 0.070 0.090∗∗∗

Neg.s 0.043∗ 0.066∗∗∗ -0.030∗ -0.032∗∗ 0.013 0.034∗

Pos. -0.030∗ 0.0078 -0.014 0.071 -0.044 0.079
Neg.vs × Orders− 0.014 0.0073 0.022
Neg.s × Orders− 0.030 -0.0037 0.026
Pos. × Orders− 0.13 0.18 0.30∗∗∗

Neg.vs × Orders+ -0.048 0.040 -0.0080
Neg.s × Orders+ -0.11∗∗∗ -0.0033 -0.11∗∗

Pos. × Orders+ -0.033 -0.100 -0.13∗

Observations 25952 25952 25952 25952 25952 25952
Notes: Linear Probability Model estimates, standard errors (clustered at firm level) not shown, available upon request from au-
thors. Neg.very strong, Neg.strong and Positive are binary indicators refering to values -3, -2, {2,3} relative to {-1,0,1} of Covid-19
Exposure variable (scale: -3 to 3). All specifications include time and two-digit WZ08 industry fixed effects as well as controls.
Controls include separate indicators for positive and negative responses to questions about business situation, business expecta-
tions, orders (all lagged by three months) and Taylor dummies. Supply− (Supply Bottleneck) is only observed in 2020:M04 and
imputed to 2020:M05. For manufacturing firms, this question is only asked in the online survey (more than 75% of firms used
the online survey). ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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April 2020, in this case also significant for services (compare Table A.16 in the Appendix).
While a reduction in orders intensifies the overall patterns in Table 3 for negatively af-
fected firms, it offsets the patterns for positively affected firms. While positively affected
firms are less likely to decrease prices in general, they are more likely to do so when ex-
periencing reductions in demand (compare columns 2 for wholesale/retail industries). A
single counterexample to the basic economic intuition outlined above are positively af-
fected firms which experience negative demand shifts in manufacturing. These firms are
more likely to plan price increases. Behind their positive exposure might be demand ef-
fects other than orders or optimistic demand expectations that drive these results.

An increase in orders offsets the overall pricing patterns. Negatively exposed firms
are more likely to plan price increases and less likely to plan price decreases compared
to weakly affected firms. When negatively exposed firms experience a positive demand
shift, the probability to plan price decreases falls and the probability to plan price in-
creases rises. These coefficients are significant for strongly negatively affected firms in
manufacturing, very strongly negatively and positively affected firms in wholesale/retail
industries and strongly negatively affected firms in services. An increase in orders in-
tensifies the response of positively exposed firms. In wholesale/retail, these firms are 18
percentage points more likely to plan price increases than comparable firms without an
increase in orders.

It has been argued that the unavailability of goods biases measures of inflation dur-
ing the Covid-19 pandemic. We observe planned price changes for firms that partly or
fully close. Table A.17 shows that the overall pricing patterns from Table 3 intensify when
firms experience closures. Strongly negatively affected firms in manufacturing that expe-
rience closures are eleven percentage points more likely to decrease prices than compara-
ble firms that do not experience closures. Similar and significant effects are exhibited for
very strongly negatively affected firms in wholesale/retail. Positively exposed firms that
experience closures in services are, in turn, less likely to increase prices. Closures there-
fore induce deflationary rather than inflationary pressure in line with the arguments and
evidence in Cavallo (2020).

Our results generally support the basic economic mechanism of the effect of relative
supply and demand on price setting. Our results also document substantial heterogene-
ity in these relative effects across sectors in our sample. Overall, our results support the
initial interpretation that the price developments in response to the Covid-19 crisis can be
understood as primarily demand-driven. One the one hand, our estimates document de-
flationary pressure generated by the strong increase in price decreases in response to the
Covid-19 pandemic. We show that this is mainly driven by strongly negatively affected
firms which experience a decline in demand. This suggests that the main reason behind
the negative exposure in fact is a decline in demand, especially in the retail/wholesale
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sector. On the other hand, those firms that increase prices more are firms that are posi-
tively exposed and experience a positive demand shift. Hence, this suggests that the main
reason behind the positive exposure is an increase in demand, again especially in the re-
tail/wholesale sector. Inflationary pressure is also exerted by firms experiencing negative
supply shifts. The next section addresses the relative importance of these different groups
of firms for overall inflation dynamics.

4 Implications for Aggregate Sectoral Inflation

What are the implications of the Covid-19 crisis for inflation in the short and medium
run? Up to first order, inflation (πt) is given by the contributions of price increases and
decreases:

πt = f r+t π̃+
t + f r−t π̃−t (4)

where f r+i,t denotes the frequency of price increase (the extensive pricing margin), π̃+
i,t the

average size of price increase (the intensive pricing margin), and corresponding notation
for price decreases applies.

We proceed in two steps. We first aggregate at the sector level our estimated effects
on planned price adjustment to predict extensive pricing margin behavior, taking into ac-
count the observed heterogeneity in planned price changes. Since the survey question on
which we build our analysis covers planned price changes for the following three months,
this exercise corresponds to a projection one quarter out, through August 2020.

In a second step, we project current and future PPI inflation on the current extensive
pricing margin. We think of this forecasting exercise as a reduced-form approach to de-
termine the effects of the frequency of planned price changes on inflation, encompassing
any associated changes in the intensive pricing margin, which we do not observe. The
validity of this approach rests on the assumption that historical correlations continue to
hold during the Covid-19 crisis.

4.1 Aggregating Frequency of Planned Price Changes

Table 5 aggregates at the sector level the estimated firm-level effects on planned price
adjustment along the extensive margin, separately for price increases and decreases. We
report estimates from the baseline specification with the full set of controls and fixed ef-
fects, estimated by sector and documented in Columns (3) and (6) of Table A.10 in the
Appendix. Since our estimated effects are identified off the response of each exposure
category relative to the base category of no or weak exposure, the level effect on inflation
is not identifiable. Thus, to aggregate our estimates we implicitly assume that the base
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exposure category is unaffected by Covid-19. Following Nakamura and Steinsson (2018),
this approach is common in the macroeconomic literature using cross-sectional variation
for identification.

Table 5 – Aggregate Impact of Planned Price-Setting Behavior

Price Increases Price Decreases
coeff. weights agg. coeff. weights agg.

Manufacturing
Negativevs .0016591 .3247141 .0005387 .0602028 .3247141 .0195487
Negatives .0015589 .2979125 .0004644 .036958 .2979125 .0110103
Positive .0519614 .0296705 .0015417 -.0611839 .0296705 -.0018154

∑ .0025449 ∑ .0287436

Wholesale/Retail
Negativevs -.0478655 .3156459 -.0151085 .1306029 .3156459 .0412243
Negatives .0002179 .2255568 .0000491 .0360999 .2255568 .0081426
Positive .0718418 .1114699 .0080082 -.0110947 .1114699 -.0012367

∑ -.0070512 ∑ .0481301

Services
Negativevs -.0184733 .3575888 -.0066058 .1058252 .3575888 .0378419
Negatives -.0223124 .1908276 -.0042578 .0640678 .1908276 .0122259
Positive .0021453 .0227419 .0000488 -.0104401 .0227419 -.0002374

∑ -.0108149 ∑ .0498304
Notes: Coefficients refer to columns (6) and (9) in Table A.10. Weights refer to representative weights in the ifo-BCS for firms in
2020:M04/M05. Weights do not sum up to one as we omit the base category of no/weak exposure.

We pool all observations in 2020:M04 and 2020:M05 and use the representative weights
provided in the ifo-BCS to aggregate estimates for each exposure category.12 Table 5 shows
that the frequency of planned price increases is predicted to increase by approximately
0.3 percentage points in manufacturing and predicted to decrease by 0.7 and 1 percent-
age points in wholesale/retail and services, respectively. These changes are economically
small. For example, in manufacturing the increase in the frequency of planned price in-
creases corresponds to less than three percent of the sample average.Positively exposed
firms plan to increase prices by up to 7 percentage points, but their weight is small, rang-
ing from about 2 percent in services to 11 percent in retail/wholesale. Hence, firms with
negative exposure explain the bulk of changes in the frequency of planned price increases,
accounting for more than 50 percent of all observations.

The frequency of price decreases is predicted to increase by 2.8, 4.8 and 4.9 percentage
points in manufacturing, retail/wholesale and services, respectively. These figures are
economically large. In manufacturing, for example, this change equals as much as one
third of the sample average in the frequency of planned price decreases.Again, firms with

12Using the relative frequency of each Covid-19 exposure category yields very similar results.
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negative exposure account for the bulk of these changes, offsetting the fall in planned
price decreases of positively exposed firms.

4.2 Forecasting Aggregate Sectoral Inflation

We estimate the following regression to predict quarter-on-quarter inflation rates in every
month:

πt+h = αh + β f r+ f r+t + β f r− f r−t + γππt,...,t−k + γ f r+ f r+t−1,...,t−k + γ f r− f r−t−1,...,t−k + εt+h (5)

This forecasting model predicts current and future inflation by current changes in the fre-
quency of planned price decreases and price increases, controlling for their lagged values,
lagged inflation, and month-fixed effects (not shown in Equation (5)). Here, h denotes the
forecast horizon in months and k denotes the lag order of lagged control variables which
we set according to the Bayesian information criterion at horizon h = 0.13 We estimate this
equation separately for the manufacturing, wholesale, and retail industries, using data on
manufacturing producer price inflation excluding energy, wholesale inflation, and retail
inflation including cars and value-added tax rate changes, respectively.14 The frequency
of planned price adjustment obtains from aggregating the firm-level responses at the 2-
digit and 3-digit industry levels in manufacturing and wholesale/retail, respectively, us-
ing representative weights included in the ifo-BCS, and then aggregating at the aggregate
manufacturing and aggregate wholesale/retail level using value-added shares from the
Federal Statistical Office. We start the sample in 2006:M05 and end in 2020:M03.15 For
statistical inference, we compute Newey and West (1987) standard errors. At each fore-
casting step h, we include the forecast errors from the previous step h − 1 to improve
forecast efficiency.

Figure 5 plots the marginal effects of Covid-19 on inflation, i.e., the combined effect
of the coefficient estimates β f r+ and β f r− scaled by the change in the frequency of price
adjustment from Table 5.16 The figure shows the contributions of planned price increases
and decreases to inflation in the left and right columns, respectively, for manufacturing,

13We allow the lag order to differ across control variables and sectors but omit additional indices for ease
of exposition. Model selection according to the Bayesian information criterion results in four lags of past
inflation, one lag of planned price increases, and four lags of planned price decreases in manufacturing; the
same specification in wholesale except for three lags of planned price decreases; and four lags of inflation
but no lags of planned price adjustment in retail.

14We split the retail and wholesale industries here because there does not appear to exist a common price
index or corresponding weights for these two sectors.

15Aggregation weights for the retail and wholesale industries are missing in 2009:M11. We use a linear
interpolation to impute the values for planned price increases and decreases in this month.

16The confidence intervals shown represent sampling variation of β f r+ and β f r− and we take as given the
points estimates of the changes in the frequency of planned price increases and decreases.
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wholesale, retail, from top to bottom, in that order. The total effect on inflation in each
sector equals the sum across columns. The exercise followed in this figure is to study the
consequences of a one-off change in the monthly frequency of planned price adjustment
of the magnitude calculated in Table 5 for average exposure in 2020:M04 and 2020:M05.
In that sense, the estimate is conservative in that it does not account for movements in the
frequency of planned price changes due to Covid-19 over several months.

Figure 5 – Contributions of Planned Price Changes to Predicted Inflation
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Notes: Change in inflation in percentage points due to one-time shift in planned price increases and decreases in response to
Covid-19. Forecast horizon in months.

In manufacturing, we estimate that inflation declines by more than 0.4 percentage
points over the next three months and remains subdued thereafter. Upward price pres-
sures due to planned price increases are dwarfed by a substantial and persistent decline
in inflation due to planned price decreases.17 Quarter-on-quarter producer price inflation
in manufacturing averaged 0.27 percent with standard deviation of 0.5 percentage points

17Figure A.2 in the Appendix shows separately the contributions of planned price increases and decreases.
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over the period 2006:M01 to 2020:M03, so this decline is sizable. In retail and wholesale,
the frequency of planned price increases actually declines pushing inflation in the same
direction as planned price decreases. The total effect is a whopping 1.5 percentage points
decline in wholesale over the next three months, relative to a 0.32 percent sample average
with standard deviation of 1.5 percentage points. Wholesale inflation returns to normal
after about eight months. In the retail sector, inflation is predicted to fall by about 0.15 per-
centage points through 2020:M08, relative to a 0.28 percent sample average with standard
deviation of 0.33 percentage points. Notice that all inflation forecasts peak three to four
months out, consistent with the fact that the ifo-BCS asks about planned price adjustment
in the following three months.

5 Conclusion

This paper provides evidence that supply and demand forces coexist, but demand de-
ficiencies dominate early into the Covid-19 economic crisis. We base this conclusion
on a predicted decline of inflation through August 2020 by as much as 1.5 percentage
points, not including the temporary reduction in the German value-added tax rate effec-
tive July 2020.

Our paper does not address the likely path of the price level in the longer run. Many
different forces can push or pull inflation in either direction. These include: extraordinary
fiscal stimulus, cost-push factors such as broken supply chains and deglobalization among
to the former, sustained weak demand and high uncertainty among the latter.

Our findings suggest a role for policy to stabilize aggregate demand. Monetary policy,
constrained by the effective lower bound, seems an unlikely candidate. Moreover, even if
there was policy room, a higher frequency of price change implies more aggregate price
flexibility such that monetary stimulus becomes less effective. Fiscal policy appears a
more promising candidate. The stimulus package announced on June 6, including a tem-
porary reduction in value-added taxes, transfers to families with children, and investment
subsidies, is a step in that direction.
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A Additional Graphs and Tables

Figure A.1 – Effects of Covid-19 Exposure on Planned Price Decreases and Increases
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Notes: Figures shows estimates of δ−3, δ−2 and δ2∨2 from equation (1) in time t for price decreases (left column) and price
increases (right column). Each figure refers to a Covid-19 exposure category as of 2020:M04. Standard errors are clustered at
two-digit WZ08 industry level.
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Figure A.2 – Contributions of Planned Price Increases and Decreases to Predicted Inflation
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Notes: Change in inflation in percentage points due to one-time shift in planned price increases and decreases in response to
Covid-19. Forecast horizon in months. Left column: planned price increases. Right: planned price decreases. Top: manufactur-
ing. Middle: wholesale. Bottom: retail.
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Table A.1 – Covid-19 Exposure by Industry: Retail/Wholesale

Covid-19 Exposure

-3 -2 -1/0/1 2/3 Total

Retail trade, except of motor vehicles and motorcycles 43.44 21.79 18.08 16.69 100.00
(596) (299) (248) (229) (1372)

Wholesale and retail trade and repair of motor vehicles
and motorcycles

45.18 32.49 20.30 2.03 100.00

(89) (64) (40) (4) (197)
Wholesale trade, except of motor vehicles and motorcycles 26.79 24.92 35.07 13.23 100.00

(401) (373) (525) (198) (1497)
Total 35.42 24.01 26.52 14.06 100.00

(1086) (736) (813) (431) (3066)

Notes: Values show percentage of firms by subgroup (row). Observations are grouped by the Covid-19 Exposure variable on a
scale ranging from -3 (“strong negatively affected”) to 3 (“strongly positively affected”). In addition, groups are clustered into
four categories. Observations in 2020:M04/M05 are used. Number of observations in parentheses.

Table A.2 – Covid-19 Exposure by Industry: Services

Covid-19 Exposure

-3 -2 -1/0/1 2/3 Total

Accommodation 97.79 1.58 0.63 0.00 100.00
(310) (5) (2) (0) (317)

Activities auxiliary to financial services and insurance ac-
tivities

17.78 33.33 46.67 2.22 100.00

(8) (15) (21) (1) (45)
Activities of head offices; management consultancy activi-
ties

24.08 24.61 43.46 7.85 100.00

(46) (47) (83) (15) (191)
Activities of membership organisations 100.00 0.00 0.00 0.00 100.00

(2) (0) (0) (0) (2)
Advertising and market research 46.30 22.22 25.00 6.48 100.00

(50) (24) (27) (7) (108)
Air transport 33.33 33.33 33.33 0.00 100.00

(1) (1) (1) (0) (3)
Architectural and engineering activities; technical testing
and analysis

8.75 18.79 68.72 3.73 100.00

(61) (131) (479) (26) (697)
Computer programming, consultancy and related activi-
ties

12.63 20.36 58.51 8.51 100.00

(49) (79) (227) (33) (388)
Construction of buildings 0.00 50.00 0.00 50.00 100.00

(0) (1) (0) (1) (2)
Creative, arts and entertainment activities 80.00 0.00 15.00 5.00 100.00
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(16) (0) (3) (1) (20)
Education 56.16 21.92 19.18 2.74 100.00

(41) (16) (14) (2) (73)
Electricity, gas, steam and air conditioning supply 0.00 0.00 100.00 0.00 100.00

(0) (0) (7) (0) (7)
Employment activities 58.21 26.87 13.43 1.49 100.00

(78) (36) (18) (2) (134)
Financial service activities, except insurance and pension
funding

33.33 28.99 37.68 0.00 100.00

(23) (20) (26) (0) (69)
Food and beverage service activities 93.97 4.31 1.72 0.00 100.00

(109) (5) (2) (0) (116)
Gambling and betting activities 76.47 0.00 23.53 0.00 100.00

(13) (0) (4) (0) (17)
Human health activities 16.67 16.67 50.00 16.67 100.00

(1) (1) (3) (1) (6)
Information service activities 23.21 17.86 32.14 26.79 100.00

(13) (10) (18) (15) (56)
Insurance, reinsurance and pension funding, except com-
pulsory social security

0.00 0.00 100.00 0.00 100.00

(0) (0) (3) (0) (3)
Land transport and transport via pipelines 33.94 32.12 29.70 4.24 100.00

(56) (53) (49) (7) (165)
Legal and accounting activities 3.57 15.18 66.96 14.29 100.00

(4) (17) (75) (16) (112)
Libraries, archives, museums and other cultural activities 66.67 33.33 0.00 0.00 100.00

(2) (1) 0 0 (3)
Motion picture, video and television programme produc-
tion, sound recording and music publishing activities

65.96 14.89 12.77 6.38 100.00

(31) (7) (6) (3) (47)
Office administrative, office support and other business
support activities

57.35 13.97 25.00 3.68 100.00

(78) (19) (34) (5) (136)
Other personal service activities 37.50 62.50 0.00 0.00 100.00

(3) (5) (0) (0) (8)
Other professional, scientific and technical activities 26.76 19.72 45.07 8.45 100.00

(19) (14) (32) (6) (71)
Postal and courier activities 45.45 36.36 13.64 4.55 100.00

(10) (8) (3) (1) (22)
Programming and broadcasting activities 76.19 9.52 9.52 4.76 100.00

(16) (2) (2) (1) (21)
Public administration and defence; compulsory social se-
curity

0.00 0.00 100.00 0.00 100.00

(0) (0) (2) (0) (2)
Publishing activities 38.57 28.57 21.43 11.43 100.00
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(27) (20) (15) (8) (70)
Real estate activities 12.77 18.44 67.38 1.42 100.00

(18) (26) (95) (2) 141
Remediation activities and other waste management ser-
vices

0.00 16.67 83.33 0.00 100.00

(0) (1) (5) (0) (6)
Rental and leasing activities 40.00 20.00 40.00 0.00 100.00

(22) (11) (22) (0) (55)
Repair of computers and personal and household goods 9.09 45.45 27.27 18.18 100.00

(1) (5) (3) (2) (11)
Residential care activities 100.00 0.00 0.00 0.00 100.00

(2) (0) (0) (0) (2)
Scientific research and development 10.00 25.45 58.18 6.36 100.00

(11) (28) (64) (7) (110)
Security and investigation activities 16.13 22.58 48.39 12.90 100.00

(5) (7) (15) (4) (31)
Services to buildings and landscape activities 16.42 28.36 46.27 8.96 100.00

(11) (19) (31) (6) (67)
Sewerage 15.38 0.00 84.62 0.00 100.00

(2) (0) (11) (0) (13)
Social work activities without accommodation 0.00 100.00 0.00 0.00 100.00

(0) (1) (0) (0) (1)
Specialised construction activities 18.18 9.09 72.73 0.00 100.00

(4) (2) (16) (0) (22)
Sports activities and amusement and recreation activities 78.13 15.63 6.25 0.00 100.00

(25) (5) (2) (0) (32)
Telecommunications 19.05 19.05 23.81 38.10 100.00

(4) (4) (5) (8) (21)
Travel agency, tour operator and other reservation service
and related activities

99.12 0.88 0.00 0.00 100.00

(112) (1) (0) (0) (113)
Warehousing and support activities for transportation 35.35 31.16 28.37 5.12 100.00

(76) (67) (61) (11) (215)
Waste collection, treatment and disposal activities; materi-
als recovery

7.69 18.46 64.62 9.23 100.00

(5) (12) (42) (6) (65)
Water transport 64.71 23.53 11.76 0.00 100.00

(11) (4) (2) (0) (17)
Total 35.90 19.05 39.92 5.14 100.00

(1376) (730) (1530) (197) (3833)

Notes: Values show percentage of firms by subgroup (row). Observations are grouped by the Covid-19 Exposure variable on a
scale ranging from -3 (“strong negatively affected”) to 3 (“strongly positively affected”). In addition, groups are clustered into
four categories. Observations in 2020:M04/M05 are used. Number of observations in parentheses.

Table A.3 – Covid-19 Exposure by Industry: Manufacturing
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Covid-19 Exposure

-3 -2 -1/0/1 2/3 Total

Manufacture of basic metals 41.94 29.57 26.88 1.61 100.00
(78) (55) (50) (3) (186)

Manufacture of basic pharmaceutical products and phar-
maceutical preparations

0.00 13.64 45.45 40.91 100.00

(0) (3) (10) (9) (22)
Manufacture of beverages 65.45 21.82 9.09 3.64 100.00

(36) (12) (5) (2) (55)
Manufacture of chemicals and chemical products 22.28 21.78 42.08 13.86 100.00

(45) (44) (85) (28) (202)
Manufacture of coke and refined petroleum products 36.36 27.27 27.27 9.09 100.00

(4) (3) (3) (1) (11)
Manufacture of computer, electronic and optical products 21.43 29.46 43.30 5.80 100.00

(48) (66) (97) (13) (224)
Manufacture of electrical equipment 22.53 34.26 38.27 4.94 100.00

(73) (111) (124) (16) (324)
Manufacture of fabricated metal products, except machin-
ery and equipment

32.23 31.29 33.33 3.14 100.00

(205) (199) (212) (20) (636)
Manufacture of food products 24.82 16.79 33.58 24.82 100.00

(34) (23) (46) (34) (137)
Manufacture of furniture 61.36 30.68 7.95 0.00 100.00

(54) (27) (7) (0) (88)
Manufacture of leather and related products 63.16 31.58 5.26 0.00 100.00

(12) (6) (1) (0) (19)
Manufacture of machinery and equipment n.e.c. 28.81 35.25 34.29 1.65 100.00

(210) (257) (250) (12) (729)
Manufacture of motor vehicles, trailers and semi-trailers 59.20 25.60 14.40 0.80 100.00

(74) (32) (18) (1) (125)
Manufacture of other non-metallic mineral products 16.28 23.26 55.81 4.65 100.00

(35) (50) (120) (10) (215)
Manufacture of other transport equipment 50.00 37.50 12.50 0.00 100.00

(4) (3) (1) (0) (8)
Manufacture of paper and paper products 19.57 22.46 31.16 26.81 100.00

(27) (31) (43) (37) (138)
Manufacture of rubber and plastic products 26.42 25.28 39.25 9.06 100.00

(70) (67) (104) (24) (265)
Manufacture of textiles 47.06 25.00 20.59 7.35 100.00

(32) (17) (14) (5) (68)
Manufacture of tobacco products 0.00 0.00 100.00 0.00 100.00

(0) (0) (1) (0) (1)
Manufacture of wearing apparel 50.00 32.14 14.29 3.57 100.00

(14) (9) (4) (1) (28)
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Manufacture of wood and of products of wood and cork,
except furniture; manufacture of articles of straw and
plaiting materials

17.57 32.43 42.57 7.43 100.00

(26) (48) (63) (11) (148)
Other manufacturing 31.15 36.07 27.87 4.92 100.00

(19) (22) (17) (3) (61)
Printing and reproduction of recorded media 43.08 26.92 22.31 7.69 100.00

(56) (35) (29) (10) (130)
Repair and installation of machinery and equipment 20.00 60.00 20.00 0.00 100.00

(2) (6) (2) (0) (10)
Total 30.23 29.40 34.10 6.27 100.00

(1158) (1126) (1306) (240) (3830)

Notes: Values show percentage of firms by subgroup (row). Observations are grouped by the Covid-19 Exposure variable on a
scale ranging from -3 (“strong negatively affected”) to 3 (“strongly positively affected”). In addition, groups are clustered into
four categories. Observations in 2020:M04/M05 are used. Number of observations in parentheses.

Table A.4 – Summary Statistics by Industry: Manufacturing

Covid-19 Exposure

-3 -2 -1 0 1 2 3 Total

Planned Price Increase .039 .039 .066 .075 .133 .159 .22 .058
.195 .193 .249 .263 .341 .367 .419 .233

Planned Price Decrease .197 .147 .101 .06 .025 .024 .049 .133
.398 .354 .302 .238 .158 .155 .218 .34

Planned Price Change .236 .186 .167 .135 .158 .183 .268 .191
.425 .389 .374 .342 .366 .389 .449 .393

Price Increase .027 .037 .045 .066 .108 .117 .2 .045
.161 .188 .208 .249 .312 .324 .407 .208

Price Decrease .102 .095 .056 .038 .025 0 .033 .076
.303 .293 .229 .192 .157 0 .183 .266

Price Change .129 .132 .101 .104 .133 .117 .233 .122
.335 .338 .301 .306 .341 .324 .43 .327

Positive Business Conditions .012 .035 .189 .51 .577 .78 .854 .161
.11 .183 .392 .501 .496 .416 .358 .368

Negative Business Conditions .878 .555 .166 .048 .026 .073 .049 .471
.328 .497 .373 .214 .159 .262 .218 .499

Positive Business Expectations .147 .122 .087 .097 .121 .284 .31 .124
.354 .327 .282 .296 .327 .454 .468 .33

Negative Business Expectations .677 .656 .586 .357 .318 .247 .19 .587
.468 .475 .493 .48 .467 .434 .397 .493

Expected Revenue Change in % -30.892 -21.628 -13.565 -7.284 -.412 .818 29.095 -18.493
16.748 12.586 9.711 8.582 9.371 16.779 71.065 18.19

Observations 1158 1126 888 418 158 82 42 3872
Percent 29.91 29.08 22.93 10.8 4.08 2.12 1.08 100

Notes: Numbers depict means and standard deviations (small) of variables by column group. Observations are grouped by
the Covid-19 Exposure variable on a scale ranging from -3 (“strong negatively affected”) to 3 (“strongly positively affected”).
Observations in 2020:M04/M05 are used. Expected Revenue Change in % was asked in 2020:M04 and refers to overall revenue
in 2020.
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Table A.5 – Summary Statistics by Industry: Retail/Wholesale

Covid-19 Exposure

-3 -2 -1 0 1 2 3 Total

Planned Price Increase .126 .163 .177 .175 .25 .264 .357 .175
.332 .37 .382 .381 .434 .442 .481 .38

Planned Price Decrease .282 .151 .12 .061 .066 .055 .056 .166
.45 .358 .325 .239 .248 .229 .231 .372

Planned Price Change .408 .315 .297 .236 .316 .319 .413 .341
.492 .465 .457 .425 .466 .467 .494 .474

Price Increase .062 .087 .112 .17 .222 .238 .389 .122
.242 .282 .316 .376 .416 .427 .489 .328

Price Decrease .185 .121 .099 .102 .065 .055 .069 .127
.388 .327 .3 .303 .246 .229 .255 .333

Price Change .247 .209 .212 .272 .286 .293 .458 .249
.431 .407 .409 .446 .453 .456 .5 .433

Positive Business Conditions .011 .034 .129 .404 .563 .779 .917 .196
.105 .181 .336 .492 .497 .416 .277 .397

Negative Business Conditions .906 .57 .151 .045 .036 .011 .007 .47
.292 .495 .359 .208 .188 .105 .083 .499

Positive Business Expectations .07 .079 .085 .08 .113 .282 .326 .102
.256 .27 .279 .271 .317 .451 .471 .303

Negative Business Expectations .82 .703 .61 .379 .286 .243 .222 .62
.385 .457 .488 .486 .453 .43 .417 .485

Expected Revenue Change in % -32.271 -24.107 -13.115 -7.945 -.496 4.36 11.09 -19.601
19.298 14.262 9.809 9.154 10.95 15.064 20.604 20.377

Observations 1086 736 547 266 248 183 144 3210
Percent 33.83 22.93 17.04 8.29 7.73 5.7 4.49 100
Notes: Numbers depict means and standard deviations (small) of variables by column group. Observations are grouped by
the Covid-19 Exposure variable on a scale ranging from -3 (“strong negatively affected”) to 3 (“strongly positively affected”).
Observations in 2020:M04/M05 are used. Expected Revenue Change in % was asked in 2020:M04 and refers to overall revenue
in 2020.
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Table A.6 – Summary Statistics by Industry: Services

Covid-19 Exposure

-3 -2 -1 0 1 2 3 Total

Planned Price Increase .099 .046 .075 .1 .124 .098 .235 .085
.299 .21 .263 .3 .331 .3 .431 .279

Planned Price Decrease .189 .126 .066 .024 .021 .039 .029 .112
.392 .332 .248 .152 .143 .196 .171 .316

Planned Price Change .288 .173 .141 .123 .145 .137 .265 .198
.453 .378 .348 .329 .353 .348 .448 .398

Price Increase .032 .029 .034 .043 .127 .102 .143 .039
.177 .169 .181 .203 .334 .306 .355 .194

Price Decrease .161 .08 .034 .014 .028 .041 .057 .085
.368 .271 .181 .119 .166 .2 .236 .279

Price Change .193 .109 .068 .057 .155 .143 .2 .124
.395 .312 .252 .233 .363 .354 .406 .33

Positive Business Conditions .003 .051 .271 .591 .664 .86 .676 .208
.054 .22 .445 .492 .474 .351 .475 .406

Negative Business Conditions .934 .505 .104 .026 .021 .02 .27 .461
.249 .5 .306 .161 .142 .141 .45 .499

Positive Business Expectations .139 .137 .113 .09 .308 .3 .405 .136
.346 .344 .316 .287 .463 .463 .498 .343

Negative Business Expectations .737 .673 .464 .222 .123 .08 .297 .545
.44 .469 .499 .416 .33 .274 .463 .498

Expected Revenue Change in % -46.179 -23.712 -11.571 -4.462 .386 10.688 2.722 -24.649
24.094 14.004 9.988 9.13 6.895 8.623 39.016 24.46

Observations 1376 730 962 568 146 51 37 3870
Percent 35.56 18.86 24.86 14.68 3.77 1.32 .96 100
Notes: Numbers depict means and standard deviations (small) of variables by column group. Observations are grouped by
the Covid-19 Exposure variable on a scale ranging from -3 (“strong negatively affected”) to 3 (“strongly positively affected”).
Observations in 2020:M04/M05 are used. Expected Revenue Change in % was asked in 2020:M04 and refers to overall revenue
in 2020.
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Table A.7 – Summary Statistics: Additional Supply and Demand Indicators (Manufacturing)

Covid-19 Exposure

-3 -2 -1 0 1 2 3 Total

Production Constr. Lack of Material .247 .248 .201 .131 .202 .239 .2 .22
.432 .432 .401 .338 .404 .431 .41 .414

Distorted Supply Chain of Interm. Prod. .41 .328 .274 .185 .253 .227 .056 .31
.492 .47 .447 .389 .438 .424 .236 .463

Distorted Supply Chain of Final Prod. .201 .182 .144 .079 .067 .114 .056 .158
.402 .387 .352 .271 .251 .321 .236 .364

Cost Increase of Interm. Prod./Raw Material .124 .1 .079 .074 .107 .114 .056 .098
.33 .301 .271 .263 .311 .321 .236 .298

Dependance on Imports .549 .532 .541 .455 .516 .576 .688 .532
.498 .5 .499 .5 .504 .502 .479 .499

Dep. on Imports China .368 .33 .309 .208 .242 .364 .375 .318
.483 .471 .463 .407 .432 .489 .5 .466

Dep. on Imports Italy .297 .311 .287 .24 .242 .303 .188 .289
.457 .464 .453 .429 .432 .467 .403 .453

Demand Reduction .482 .391 .24 .132 .173 .136 .056 .327
.5 .489 .427 .34 .381 .347 .236 .469

Production Constr. Lack of Orders .803 .663 .339 .089 .071 .152 .15 .51
.398 .473 .474 .285 .259 .363 .366 .5

Closure .255 .126 .046 .007 .025 .037 0 .126
.436 .332 .21 .085 .158 .189 0 .332

Notes: Numbers depict means and standard deviations (small) of variables by column group. Observations are grouped by
the Covid-19 Exposure variable on a scale ranging from -3 (“strong negatively affected”) to 3 (“strongly positively affected”).
The variables Distorted Supply Chain of Intermediate Products, Distorted Supply Chain of Final Products, Cost Increase of
Intermediate Prod./Raw Material, and Demand Reduction are only available in 2020:M03 and are imputed to Covid-19 Exposure
in 2020:M04. The variables Production Constr. Lack of Material (firms that are constrained in production due to lack of material),
Dependance on Imports, Dep. on Imports China, Dep. on Imports Italy, and Production Constr. Lack of Orders (firms that are
constrained in production due to lack of orders) are only available in 2020:M04. For the Closure variable (firms that stopped
production/ closed plants as a response to the Covid-19 pandemic), observations in 2020:M04/M05 are used.
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Table A.8 – Summary Statistics: Additional Supply and Demand Indicators (Re-
tail/Wholesale)

Covid-19 Exposure

-3 -2 -1 0 1 2 3 Total

Distorted Supply Chain of Interm. Prod. .419 .403 .427 .202 .317 .29 .255 .381
.494 .491 .496 .404 .468 .458 .44 .486

Distorted Supply Chain of Final Prod. .211 .172 .147 .03 .059 .081 .078 .156
.408 .378 .355 .172 .238 .275 .272 .363

Cost Increase of Interm. Prod./Raw Material .147 .122 .164 .081 .178 .097 .078 .137
.355 .328 .372 .274 .385 .298 .272 .344

Dependance on Imports .595 .586 .62 .609 .587 .649 .556 .598
.491 .493 .486 .49 .494 .48 .501 .49

Dep. on Imports China .321 .32 .358 .345 .254 .26 .333 .321
.467 .467 .48 .478 .437 .441 .475 .467

Dep. on Imports Italy .314 .315 .347 .282 .369 .416 .397 .33
.465 .465 .477 .452 .484 .496 .493 .47

Demand Reduction .614 .386 .271 .152 .158 .081 .039 .391
.487 .488 .446 .36 .367 .275 .196 .488

Production Constr. Lack of Orders .623 .691 .478 .2 .104 .07 0 .495
.485 .463 .501 .404 .308 .258 0 .5

Closure .443 .238 .174 .135 .125 .115 .139 .268
.497 .426 .379 .343 .331 .32 .347 .443

Notes: Numbers depict means and standard deviations (small) of variables by column group. Observations are grouped by
the Covid-19 Exposure variable on a scale ranging from -3 (“strong negatively affected”) to 3 (“strongly positively affected”).
The variables Distorted Supply Chain of Intermediate Products, Distorted Supply Chain of Final Products, Cost Increase of
Intermediate Prod./Raw Material, and Demand Reduction are only available in 2020:M03 and are imputed to Covid-19 Exposure
in 2020:M04. The variables Dependance on Imports, Dep. on Imports China, Dep. on Imports Italy, and Production Constr. Lack
of Orders (firms that are constrained in production due to lack of orders) are only available in 2020:M04. For the Closure variable
(closure of stores/officies as a response to the Covid-19 pandemic), observations in 2020:M04/M05 are used.

Table A.9 – Summary Statistics: Additional Supply and Demand Indicators (Services)

Covid-19 Exposure

-3 -2 -1 0 1 2 3 Total

Demand Reduction .685 .414 .222 .078 .098 .25 .313 .4
.465 .493 .416 .27 .3 .452 .479 .49

Production Constr. Lack of Orders .673 .623 .296 .091 .03 0 .167 .457
.469 .485 .457 .288 .173 0 .383 .498

Closure .244 .047 .036 .028 .027 .02 0 .11
.43 .211 .187 .166 .164 .14 0 .313

Notes: Numbers depict means and standard deviations (small) of variables by column group. Observations are grouped by
the Covid-19 Exposure variable on a scale ranging from -3 (“strong negatively affected”) to 3 (“strongly positively affected”).
The variable Demand Reduction is only available in 2020:M03 and is imputed to Covid-19 Exposure in 2020:M04. The variable
Production Constr. Lack of Orders (firms that are constrained in production due to lack of orders) is only available in 2020:M04.
For the Closure variable (closure of stores/officies as a response to the Covid-19 pandemic), observations in 2020:M04/M05 are
used.
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Table A.10 – Effects of the Covid-19 Pandemic on Planned Price Adjustment by Sector

Planned Price Decrease Planned Price Increase Planned Price Change

Covid-19 Exposure (1) (2) (3) (4) (5) (6) (7) (8) (9)

Manufacturing

Neg.very strong 0.11∗∗∗ 0.082∗∗∗ 0.060∗∗∗ -0.10∗∗∗ -0.012 0.0016 0.010 0.070∗∗∗ 0.062∗∗∗

(0.013) (0.016) (0.014) (0.0069) (0.011) (0.013) (0.014) (0.018) (0.018)

Neg.strong 0.064∗∗∗ 0.048∗∗∗ 0.037∗∗∗ -0.10∗∗∗ -0.010 0.0016 -0.040∗∗∗ 0.037∗∗ 0.038∗∗

(0.011) (0.014) (0.013) (0.0066) (0.011) (0.012) (0.013) (0.017) (0.017)

Positive -0.050∗∗∗ -0.059∗∗ -0.061∗∗∗ 0.035 0.076∗∗ 0.052 -0.015 0.017 -0.0092
(0.016) (0.024) (0.024) (0.034) (0.037) (0.042) (0.036) (0.040) (0.042)

Observations 31927 26975 26915 31927 26975 26915 31927 26975 26915

Retail/Wholesale

Neg.very strong 0.19∗∗∗ 0.15∗∗∗ 0.13∗∗∗ -0.13∗∗∗ -0.065∗∗∗ -0.048∗∗∗ 0.059∗∗∗ 0.082∗∗∗ 0.083∗∗∗

(0.015) (0.019) (0.017) (0.011) (0.018) (0.018) (0.017) (0.022) (0.024)

Neg.strong 0.062∗∗∗ 0.056∗∗∗ 0.036∗∗ -0.096∗∗∗ -0.020 0.00022 -0.034∗ 0.035 0.036
(0.014) (0.017) (0.016) (0.015) (0.021) (0.019) (0.018) (0.024) (0.024)

Positive -0.034∗∗∗ -0.033∗∗ -0.011 0.045 0.084∗∗∗ 0.072∗∗ 0.011 0.051 0.061∗

(0.013) (0.016) (0.016) (0.028) (0.032) (0.031) (0.029) (0.032) (0.032)

Observations 26123 22185 22127 26123 22185 22127 26123 22185 22127

Services

Neg.very strong 0.16∗∗∗ 0.10∗∗∗ 0.11∗∗∗ -0.10∗∗∗ -0.018 -0.018 0.056∗∗∗ 0.086∗∗∗ 0.087∗∗∗

(0.011) (0.013) (0.013) (0.0100) (0.015) (0.015) (0.014) (0.017) (0.019)

Neg.strong 0.093∗∗∗ 0.061∗∗∗ 0.064∗∗∗ -0.15∗∗∗ -0.032∗∗ -0.022 -0.060∗∗∗ 0.029 0.042∗∗

(0.013) (0.016) (0.015) (0.0093) (0.012) (0.014) (0.016) (0.018) (0.020)

Positive 0.0022 -0.012 -0.010 -0.047 0.012 0.0021 -0.044 0.00024 -0.0083
(0.020) (0.023) (0.027) (0.041) (0.036) (0.046) (0.044) (0.038) (0.049)

Observations 30968 26155 26076 30968 26155 26076 30968 26155 26076

Time + Ind. FE No Yes Yes No Yes Yes No Yes Yes
Controls No Yes Yes No Yes Yes No Yes Yes
Firm FE No No Yes No No Yes No No Yes

Notes: Linear Probability Model estimates, standard errors (clustered at firm level) in parentheses. Neg.very strong, Neg.strong and
Positive are binary indicators refering to values -3, -2, {2,3} relative to {-1,0,1} of Covid-19 Exposure variable (scale: -3 to 3). Ind.
FE refers to two-digit WZ08 industry fixed effects. Controls include separate indicators for positive and negative responses to
questions about business situation, business expectations, orders (all lagged by three months) and Taylor dummies. ∗ p < 0.10,
∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Table A.11 – Effects of the Covid-19 Pandemic on Planned Price Adjustment: Robustness
Check

Planned Price Decrease Planned Price Increase Planned Price Change

Covid-19 Exposure (1) (2) (3) (4) (5) (6) (7) (8) (9)

Neg.very strong 0.11∗∗∗ 0.099∗∗∗ 0.096∗∗∗ -0.027∗∗∗ -0.018∗∗ -0.023∗∗ 0.085∗∗∗ 0.081∗∗∗ 0.073∗∗∗

(0.0090) (0.0084) (0.0094) (0.0084) (0.0088) (0.0094) (0.011) (0.011) (0.012)

Neg.strong 0.050∗∗∗ 0.042∗∗∗ 0.046∗∗∗ -0.018∗∗ -0.0031 -0.0058 0.031∗∗∗ 0.039∗∗∗ 0.040∗∗∗

(0.0087) (0.0081) (0.0085) (0.0082) (0.0085) (0.0086) (0.011) (0.011) (0.012)

Positive -0.043∗∗∗ -0.024∗∗ -0.025∗∗ 0.085∗∗∗ 0.066∗∗∗ 0.058∗∗∗ 0.043∗∗ 0.042∗ 0.032
(0.011) (0.011) (0.012) (0.021) (0.022) (0.022) (0.021) (0.022) (0.023)

Observations 75315 75118 75035 75315 75118 75035 75315 75118 75035
Time + Ind. FE Yes Yes No Yes Yes No Yes Yes No
Time X Ind. FE No No Yes No No Yes No No Yes
Firm FE No Yes Yes No Yes Yes No Yes Yes

Notes: Linear Probability Model estimates, standard errors (clustered at firm level) in parentheses. Neg.very strong, Neg.strong and
Positive are binary indicators refering to values -3, -2, {2,3} relative to {-1,0,1} of Covid-19 Exposure variable (scale: -3 to 3). Ind.
FE refers to two-digit WZ08 industry fixed effects. All specifications include controls, namely separate indicators for positive and
negative responses to questions about business situation, business expectations, orders (all lagged by three months) and Taylor
dummies. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

Table A.12 – Effects of the Covid-19 Exposure and Supply Shifts

Planned Price Decrease Planned Price Increase Planned Price Change

Covid-19 Exposure (1) (2) (3) (4) (5) (6) (7) (8) (9)

Manufacturing

Neg.vs 0.072∗∗∗ 0.069∗∗∗ 0.069∗∗∗ -0.0010 -0.0093 -0.0070 0.070∗∗∗ 0.059∗∗∗ 0.062∗∗∗

Neg.s 0.037∗∗ 0.057∗∗∗ 0.047∗∗∗ -0.0048 -0.0054 -0.0091 0.033∗ 0.051∗∗∗ 0.038∗∗

Pos. -0.050∗ -0.059∗∗ -0.058∗∗ 0.046 0.039 0.040 -0.0035 -0.019 -0.018
Neg.vs × Dist. Supply Chain of Interm. Prod. 0.010 -0.015 -0.0051
Neg.s × Dist. Supply Chain of Interm. Prod. 0.041 -0.011 0.030
Pos. × Dist. Supply Chain of Interm. Prod. -0.066∗ -0.016 -0.082
Neg.vs × Dist. Supply Chain of Final Prod. 0.036 0.013 0.050
Neg.s × Dist. Supply Chain of Final Prod. -0.031 -0.017 -0.048∗

Pos. × Dist. Supply Chain of Final Prod. -0.046 0.059 0.013
Neg.vs × Cost Incr. of Interm. Prod./Raw Mat. 0.049 0.0012 0.051
Neg.s × Cost Incr. of Interm. Prod./Raw Mat. 0.035 0.0071 0.042
Pos. × Cost Incr. of Interm. Prod./Raw Mat. -0.037 0.030 -0.0071

Observations 24458 24458 24458 24458 24458 24458 24458 24458 24458

Retail/Wholesale

Neg.vs 0.13∗∗∗ 0.15∗∗∗ 0.15∗∗∗ -0.071∗∗∗ -0.072∗∗∗ -0.066∗∗∗ 0.057∗∗ 0.078∗∗∗ 0.083∗∗∗

Neg.s 0.079∗∗∗ 0.066∗∗∗ 0.051∗∗∗ -0.054∗∗ -0.035 -0.032 0.025 0.031 0.019
Pos. -0.049∗∗∗ -0.040∗∗ -0.047∗∗∗ 0.067∗ 0.073∗∗ 0.060∗ 0.019 0.032 0.014
Neg.vs × Dist. Supply Chain of Interm. Prod. 0.045 0.013 0.058
Neg.s × Dist. Supply Chain of Interm. Prod. -0.056∗ 0.061∗ 0.0057
Pos. × Dist. Supply Chain of Interm. Prod. 0.011 0.031 0.042
Neg.vs × Dist. Supply Chain of Final Prod. -0.014 0.028 0.015
Neg.s × Dist. Supply Chain of Final Prod. -0.046 0.026 -0.020
Pos. × Dist. Supply Chain of Final Prod. -0.060∗∗∗ 0.030 -0.030
Neg.vs × Cost Incr. of Interm. Prod./Raw Mat. -0.015 0.0030 -0.012
Neg.s × Cost Incr. of Interm. Prod./Raw Mat. 0.050 0.015 0.065
Pos. × Cost Incr. of Interm. Prod./Raw Mat. 0.0063 0.17 0.18

Observations 19910 19910 19910 19910 19910 19910 19910 19910 19910

Notes: Linear Probability Model estimates, standard errors (clustered at firm level) not shown, available upon request from au-
thors. Neg.very strong, Neg.strong and Positive are binary indicators refering to values -3, -2, {2,3} relative to {-1,0,1} of Covid-19
Exposure variable (scale: -3 to 3). All specifications include time and two-digit WZ08 industry fixed effects as well as controls.
Controls include separate indicators for positive and negative responses to questions about business situation, business expecta-
tions, orders (all lagged by three months) and Taylor dummies. The variables Distorted Supply Chain of Intermediate Products,
Distorted Supply Chain of Final Products, and Cost Increase of Intermediate Prod./Raw Material are only available in 2020:M03
and are imputed to Covid-19 Exposure in 2020:M04/M05. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Table A.13 – Effects of the Covid-19 Exposure and Production Constraints

Planned Price Decrease Planned Price Increase Planned Price Change

Covid-19 Exposure (1) (2) (3)

Manufacturing

Neg.vs 0.15∗∗ -0.080∗∗∗ 0.065
Neg.s 0.023 -0.020 0.0036
Pos. -0.031 0.16∗∗ 0.13∗

Neg.vs × Prod. Constr. -0.066 0.077∗∗∗ 0.010
Neg.s × Prod. Constr. 0.029 0.016 0.045
Pos. × Prod. Constr. -0.056 -0.13 -0.19∗∗

Observations 24911 24911 24911

Retail/Wholesale

Neg.vs 0.43 0.022 0.45∗∗

Neg.s 0.079 -0.022 0.057
Pos. -0.056∗∗∗ 0.13∗∗ 0.079
Neg.vs × Prod. Constr. -0.29 -0.080 -0.37∗

Neg.s × Prod. Constr. -0.033 -0.021 -0.053
Pos. × Prod. Constr. 0.029 -0.025 0.0035

Observations 12826 12826 12826

Services

Neg.vs -0.082∗∗∗ 0.076 -0.0064
Neg.s 0.082 -0.062∗∗∗ 0.020
Pos. -0.038∗∗∗ -0.0046 -0.042
Neg.vs × Prod. Constr. 0.19∗∗∗ -0.094 0.096
Neg.s × Prod. Constr. -0.021 0.033 0.012
Pos. × Prod. Constr. 0.055 0.032 0.087

Observations 24520 24520 24520
Notes: Linear Probability Model estimates, standard errors (clustered at firm level) not shown, available upon request from au-
thors. Neg.very strong, Neg.strong and Positive are binary indicators refering to values -3, -2, {2,3} relative to {-1,0,1} of Covid-19
Exposure variable (scale: -3 to 3). All specifications include time and two-digit WZ08 industry fixed effects as well as controls.
Controls include separate indicators for positive and negative responses to questions about business situation, business expec-
tations, orders (all lagged by three months) and Taylor dummies. Prod. Constr. (Production Constraints) is only observed in
2020:M04 and imputed to 2020:M05. For retail/wholesale firms, this question is only asked in the online survey. ∗ p < 0.10, ∗∗

p < 0.05, ∗∗∗ p < 0.01.

98
C

ov
id

 E
co

no
m

ic
s 3

1,
 2

3 
Ju

ne
 2

02
0:

 5
9-

10
2



COVID ECONOMICS 
VETTED AND REAL-TIME PAPERS

Table A.14 – Effects of the Covid-19 Exposure and Supply Shifts in Manufacturing

Planned Price Decrease Planned Price Increase Planned Price Change

(1) (2) (3)

Neg.vs 0.030 0.0039 0.034
Neg.s -0.030 -0.0058 -0.036
Pos. -0.094 0.18 0.084
Neg.vs × Cap. Ut. in % 0.00096 -0.00024 0.00072
Neg.s × Cap. Ut. in % 0.0011∗ 0.0000018 0.0011∗

Pos. × Cap. Ut. in % 0.00033 -0.0012 -0.00085

Observations 24543 24543 24543
Notes: Linear Probability Model estimates, standard errors (clustered at firm level) not shown, available upon request from au-
thors. Neg.very strong, Neg.strong and Positive are binary indicators refering to values -3, -2, {2,3} relative to {-1,0,1} of Covid-19
Exposure variable (scale: -3 to 3). All specifications include time and two-digit WZ08 industry fixed effects as well as controls.
Controls include separate indicators for positive and negative responses to questions about business situation, business expec-
tations, orders (all lagged by three months) and Taylor dummies. The variable Capacity Utilization (in %) is only available in
2020:M04 and is imputed to Covid-19 Exposure in 2020:M04/M05. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Table A.15 – Effects of the Covid-19 Exposure and Dependence on Imports

Planned Price Decrease Planned Price Increase Planned Price Change

Covid-19 Exposure (1) (2) (3) (4) (5) (6) (7) (8) (9)

Manufacturing

Neg.vs 0.055∗∗ 0.054∗∗∗ 0.075∗∗∗ 0.0025 -0.0021 -0.010 0.057∗∗ 0.052∗∗ 0.065∗∗∗

Neg.s 0.032 0.021 0.033∗ -0.0090 -0.0093 -0.0068 0.023 0.012 0.026
Pos. -0.041 -0.065∗ -0.070∗ 0.078 0.087∗ 0.047 0.037 0.022 -0.023
Neg.vs × General 0.029 -0.021 0.0072
Neg.s × General -0.014 -0.0039 -0.018
Pos. × General -0.046 -0.034 -0.079
Neg.vs × from Italy 0.045 -0.020 0.025
Neg.s × from Italy 0.0095 -0.0051 0.0044
Pos. × from Italy -0.0059 -0.087 -0.092
Neg.vs × from China -0.013 0.0023 -0.011
Neg.s × from China -0.028 -0.014 -0.042
Pos. × from China 0.012 0.042 0.055

Observations 19241 19241 19241 19241 19241 19241 19241 19241 19241

Retail/Wholesale

Neg.vs 0.15∗∗∗ 0.14∗∗∗ 0.11∗∗∗ -0.077∗∗∗ -0.061∗∗∗ -0.052∗∗ 0.068∗∗ 0.078∗∗∗ 0.058∗∗

Neg.s 0.083∗∗∗ 0.065∗∗∗ 0.066∗∗∗ -0.0053 -0.023 -0.022 0.078∗∗ 0.042 0.045
Pos. -0.054∗∗∗ -0.032∗ -0.044∗∗ 0.090∗ 0.096∗∗ 0.090∗∗ 0.037 0.064∗ 0.046
Neg.vs × General 0.0053 0.029 0.034
Neg.s × General -0.045 -0.025 -0.070∗

Pos. × General 0.026 0.0017 0.028
Neg.vs × from Italy 0.028 0.0074 0.035
Neg.s × from Italy -0.027 0.010 -0.017
Pos. × from Italy -0.022 -0.016 -0.038
Neg.vs × from China 0.12∗∗∗ -0.022 0.095∗∗

Neg.s × from China -0.033 0.0054 -0.028
Pos. × from China 0.016 0.0027 0.018

Observations 20620 20628 20628 20620 20628 20628 20620 20628 20628
Notes: Linear Probability Model estimates, standard errors (clustered at firm level) not shown, available upon request from au-
thors. Neg.very strong, Neg.strong and Positive are binary indicators refering to values -3, -2, {2,3} relative to {-1,0,1} of Covid-19
Exposure variable (scale: -3 to 3). All specifications include time and two-digit WZ08 industry fixed effects as well as controls.
Controls include separate indicators for positive and negative responses to questions about business situation, business expecta-
tions, orders (all lagged by three months) and Taylor dummies. The variables Dependance on Imports, Dep. on Imports China,
and Dep. on Imports Italy are only available in 2020:M04 and are imputed to Covid-19 Exposure in 2020:M05. ∗ p < 0.10, ∗∗

p < 0.05, ∗∗∗ p < 0.01.
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Table A.16 – Effects of the Covid-19 Exposure and Demand Shifts

Planned Price Decrease Planned Price Increase Planned Price Change

Covid-19 Exposure (1) (2) (3)

Manufacturing

Neg.vs 0.060∗∗∗ 0.0041 0.064∗∗∗

Neg.s 0.042∗∗ -0.0096 0.033
Pos. -0.059∗∗ 0.047 -0.012
Neg.vs × Demand Red. 0.033 -0.024 0.0095
Neg.s × Demand Red. 0.023 0.0031 0.026
Pos. × Demand Red. -0.025 -0.045 -0.070

Observations 24458 24458 24458

Retail/Wholesale

Neg.vs 0.094∗∗∗ -0.061∗∗ 0.033
Neg.s 0.046∗∗ -0.0049 0.041
Pos. -0.036∗∗ 0.084∗∗ 0.048
Neg.vs × Demand Red. 0.078∗∗ -0.0031 0.075∗∗

Neg.s × Demand Red. 0.020 -0.054 -0.034
Pos. × Demand Red. -0.071∗∗∗ -0.11 -0.18∗∗

Observations 19910 19910 19910

Services

Neg.vs 0.052∗∗ -0.0063 0.046∗

Neg.s 0.050∗∗∗ -0.023 0.027
Pos. -0.018 0.011 -0.0064
Neg.vs × Demand Red. 0.069∗∗∗ -0.015 0.054∗

Neg.s × Demand Red. 0.030 -0.020 0.011
Pos. × Demand Red. 0.013 0.017 0.030

Observations 24180 24180 24180
Notes: Linear Probability Model estimates, standard errors (clustered at firm level) not shown, available upon request from au-
thors. Neg.very strong, Neg.strong and Positive are binary indicators refering to values -3, -2, {2,3} relative to {-1,0,1} of Covid-19
Exposure variable (scale: -3 to 3). All specifications include time and two-digit WZ08 industry fixed effects as well as controls.
Controls include separate indicators for positive and negative responses to questions about business situation, business expecta-
tions, orders (all lagged by three months) and Taylor dummies. The variable Demand Reduction is only available in 2020:M03
and is imputed to Covid-19 Exposure in 2020:M04/M05. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

101
C

ov
id

 E
co

no
m

ic
s 3

1,
 2

3 
Ju

ne
 2

02
0:

 5
9-

10
2



COVID ECONOMICS 
VETTED AND REAL-TIME PAPERS

Table A.17 – Alternative Disruptive Shock Indicators

Planned Price Decrease Planned Price Increase Planned Price Change

Covid-19 Exposure (1) (2) (3) (4) (5) (6)

Manufacturing

Neg.vs 0.11∗∗∗ 0.090∗∗∗ -0.029∗ -0.014 0.082∗∗ 0.075∗∗∗

Neg.s 0.064∗∗∗ 0.034∗∗ -0.0035 -0.0084 0.061∗∗ 0.026
Pos. -0.070∗∗∗ -0.059∗∗ 0.088∗∗ 0.077∗∗ 0.018 0.018
Neg.vs × Lack of Orders -0.034 0.025 -0.0088
Neg.s × Lack of Orders -0.025 -0.0041 -0.030
Pos. × Lack of Orders 0.030 -0.088∗∗ -0.058
Neg.vs × Closure -0.032 0.0097 -0.022
Neg.s × Closure 0.11∗∗∗ -0.016 0.092∗∗

Pos. × Closure -0.000031 -0.051 -0.051

Observations 24911 26975 24911 26975 24911 26975

Retail/Wholesale

Neg.vs 0.17∗∗∗ 0.11∗∗∗ -0.13∗∗∗ -0.079∗∗∗ 0.044 0.035
Neg.s 0.037 0.043∗∗ -0.053 -0.020 -0.016 0.023
Pos. -0.051∗∗∗ -0.034∗∗ 0.13∗∗∗ 0.084∗∗ 0.080∗ 0.050
Neg.vs × Lack of Orders -0.036 0.100∗∗∗ 0.064
Neg.s × Lack of Orders 0.019 0.012 0.031
Pos. × Lack of Orders 0.13 -0.10 0.028
Neg.vs × Closure 0.087∗∗∗ 0.028 0.12∗∗∗

Neg.s × Closure 0.069∗ -0.011 0.059
Pos. × Closure -0.015 0.025 0.010

Observations 12826 22185 12826 22185 12826 22185

Services

Neg.vs 0.079∗∗∗ 0.095∗∗∗ 0.025 -0.025 0.10∗∗∗ 0.070∗∗∗

Neg.s 0.053∗∗ 0.062∗∗∗ -0.043∗∗∗ -0.036∗∗∗ 0.0097 0.026
Pos. -0.033∗∗ -0.010 0.026 0.018 -0.0063 0.0073
Neg.vs × Lack of Orders 0.039 -0.061∗∗ -0.022
Neg.s × Lack of Orders 0.017 0.020 0.036
Pos. × Lack of Orders 0.13 -0.097 0.031
Neg.vs × Closure 0.041 0.028 0.069∗∗

Neg.s × Closure -0.019 0.082 0.062
Pos. × Closure -0.098∗∗∗ -0.38∗∗∗ -0.48∗∗∗

Observations 24520 26155 24520 26155 24520 26155
Notes: Linear Probability Model estimates, standard errors (clustered at firm level) not shown, available upon request from au-
thors. Neg.very strong, Neg.strong and Positive are binary indicators refering to values -3, -2, {2,3} relative to {-1,0,1} of Covid-19
Exposure variable (scale: -3 to 3). All specifications include time and two-digit WZ08 industry fixed effects as well as controls.
Controls include separate indicators for positive and negative responses to questions about business situation, business expec-
tations, orders (all lagged by three months) and Taylor dummies. The variable Lack of Orders (firms that are constrained in
production due to lack of orders) is only available in 2020:M04 and is imputed to Covid-19 Exposure in 2020:M05. The Closure
variable is observed in 2020:M04/M05. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Lockdown accounting1
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Fernando Saltiel5
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We measure the effect of lockdown policies on employment and GDP 
across countries using individual- and sector-level data. Employment 
effects depend on the ability to work from home, which ranges from 
about half of total employment in rich countries to around 35% in poor 
countries. This gap reflects differences in occupational composition, 
self-employment levels, and individual characteristics across countries. 
GDP effects of lockdown policies also depend on countries' sectoral 
structure. Losses in poor countries are attenuated by their higher value-
added share in essential sectors, notably agriculture. Overall, a realistic 
lockdown policy implies GDP losses of 20-25% on an annualized basis.

1 We thank Joel Frischknecht and Joern Onken for outstanding research assistance. Research funding 
from Leverhulme, GFF Fund of the University of St. Gallen and ESRC-DFID (ES/L012499/1) is gratefully 
acknowledged. This paper supersedes "Working from home across countries" (Gottlieb, Grobovšek and 
Poschke, 2020) and "Who can work from home in developing countries" (Saltiel, 2020). Detailed data from 
the paper are available at https://work-in-data.shinyapps.io/work_in_data/. The website presents our 
measures of country-level WFH ability by detailed employment subgroups, and allows for downloads. It also 
contains a "lockdown simulator" that illustrates the effects of arbitrary sectoral lockdown policies (set by the 
user) by country.

2 University of St. Gallen.
3 University of Edinburgh.
4 McGill University.
5 Duke University.
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1 Introduction

Many countries are implementing social distancing and lockdown policies to tame the spread
of Covid-19. These measures involve the closure of workplaces to limit interpersonal contact.
They may remain in place in some form for a significant amount of time (Kissler et al., 2020).
So far, 114 countries have implemented policies that require closing or work from home for all
but essential workplaces (Hale et al., 2020). We measure the effect of such lockdowns on labor
input and GDP for a large set of countries, with a focus on the determinants of their variation
with country income per capita.

In sectors required to shutter workplaces, work can only be conducted from workers’ homes.
The ability to work from home (WFH) therefore is a key factor determining the economic
consequences of social distancing policies. It has been measured for the United States (Dingel
and Neiman, 2020) and for a set of European countries.1 These studies have found that around
40% of jobs could potentially be carried out from home.2 Evidence on the ability to work from
home in poorer countries is more scant.3 Yet, it is sorely needed, as poor countries are also
implementing social distancing measures, often drastic ones.4

Lockdown policies by design affect different sectors differently: While some sectors are
deemed essential and are permitted to remain open, non-essential sectors are closed down, in
particular if their nature makes social distancing hard. The effects of sectoral lockdown policies
have been evaluated for a few specific countries (in particular Fadinger et al. (2020) for Germany
and Barrot et al. (2020) for France and a set of European countries), but little is known about
their effect elsewhere, in particular in poorer countries.

Our paper addresses these issues, and makes two contributions. Our first contribution is to
build a measure of WFH ability using individual-level data on job task content from countries
across the income distribution, validate it, and analyze its variation with country income. To
start, we show that individual WFH ability varies systematically by occupation, education,
gender, and self-employment status, in similar ways across ten countries. We then show that
a measure of WFH ability built using these individual characteristics strongly predicts the
likelihood of remaining employed during the pandemic in the most recent survey data from the
US and Peru.

Next, we compute a measure of WFH ability for 57 countries using harmonized individual-
level data. We find that WFH ability is significantly lower in poor countries, both at the
aggregate level and for many population subgroups. In a decomposition, we show that this is
driven by differences in employment composition and demographics across countries: Workers
in poor countries are more likely to be in occupations with low ability to WFH, they are more
often self-employed, and they have lower levels of education, all of which are associated with
lower WFH ability. Cross-country differences in WFH ability are thus closely associated with
the systematic changes in the employment structure that occur with development (Gollin, 2008;
Duernecker and Herrendorf, 2016).

1See e.g. Adams-Prassl et al. (2020), Barrot et al. (2020), Boeri et al. (2020), del Rio-Chanona et al. (2020),
Fadinger et al. (2020), Koren and Pető (2020) and Mongey and Weinberg (2020).

2Bick et al. (2020) find that almost three quarters of workers in these jobs did in fact exclusively work from
home in May 2020, when many US states were implementing lockdowns. This compares to only 8% of employees
working from home full time in February 2020, with some more working from home part of the time. In line
with this, Hensvik et al. (2020) find that in the US, the share of working hours performed from home in 2011 to
2018 is around 15%. Mas and Pallais (forthcoming) report a similar number. These numbers exhibit substantial
variation across occupations.

3We build on Saltiel (2020), who first documented WFH ability for countries at various levels of development.
More recently, Hatayama et al. (2020) consider two additional data sources.

4Twenty-two low- and lower-middle income countries have implemented lockdowns with a stringency index
above 80 (corresponding to the 75th percentile of the world distribution) (Hale et al., 2020).
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Our second contribution consists in measuring the potential effects of four different lockdown
policies on employment and GDP for 85 countries using a multi-sector model, the WFH ability
measure, and disaggregated data from each country. In a decomposition, we show that while
low WFH ability in poor countries implies a larger effect of lockdowns on their output and
employment, their sectoral structure favors them: high employment and value added shares
in sectors considered to be essential and therefore only marginally affected by lockdowns (in
particular agriculture) cushion the effect of lockdowns. High income countries also have a
favorable sectoral structure, with value added concentrated in high-end service sectors conducive
to WFH. Middle-income countries, meanwhile, are disproportionately negatively affected by
lockdowns, as their economic activity is centred on non-essential activities with low WFH ability.
In other words, the effects of lockdowns are closely associated with structural change – the
systematic changes in the sectoral structure of economies that occur with development (Kuznets,
1973; Gollin et al., 2002; Restuccia et al., 2008; Herrendorf et al., 2014; Duarte and Restuccia,
2019).

Beyond these contributions, our WFH measure has two advantages. First, it is built using
data from countries of widely varying levels of income per capita, and not only one specific rich
country. Second, the fact that it reflects variation of WFH ability across 72 detailed demographic
groups implies that it can be used for the analysis of very fine-grained policies. It can thus serve
as a valuable input in evaluating the costs of potential lockdown policies, in the quantitative
analysis of lockdown and reopening policies, and in efforts to project the recovery.5 Detailed data
from the paper are available at https://work-in-data.shinyapps.io/work_in_data/. The
website presents our measures of country-level WFH ability by detailed employment subgroups,
and allows for downloads. It also contains a “lockdown simulator” that illustrates the effects of
arbitrary sectoral lockdown policies (set by the user) by country.

The paper is structured as follows. In Section 2, we measure the ability to work from home
at the individual level. In Section 3, we study how the share of work from home employment
varies with country income per capita. In Section 4, we quantify the costs of lockdown policies
on aggregate employment and GDP through the lens of a multi-sector model.

2 Measurement of the ability to work from home

2.1 Data sources

To measure the feasibility of working from home, we use data from the first two rounds of
the STEP household survey, covering workers in urban areas across ten countries in 2012-2013,
including Armenia, Bolivia, China (Yunnan Province), Colombia, Georgia, Ghana, Kenya, Laos,
Macedonia and Vietnam. STEP surveys are representative of the working age (15-64 year old)
population in urban areas across these countries. We use data on the main respondents. We
observe their age, gender and educational attainment, along with information on their labor
market outcomes, including their current employment status and whether they have worked
in the past twelve months. Furthermore, we observe whether they work as wage employees,
in self-employment or in unpaid family work. We also observe workers’ occupations under the
harmonized ISCO-08 classification, along with measures of tasks they perform at work.6,7

5See e.g. Alon, Kim, Lagakos and VanVuren (2020); Alvarez et al. (2020); Farhi and Baqaee (2020); Broth-
erhood et al. (2020); Eichenbaum et al. (2020); Glover et al. (2020); Hall et al. (2020); Jones et al. (2020);
Petrosky-Nadeau and Valletta (2020).

6STEP includes information on workers’ sector of employment in four categories: agriculture, fishery and
mining; manufacturing and construction; commerce; and other services.

7We restrict the analysis to respondents who have been employed in the past twelve months. We further drop
individuals in unpaid family work or in the armed forces.
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2.2 Work from home definition

Our approach to measuring the feasibility of working from home follows Dingel and Neiman
(2020) in aiming to capture whether workers could potentially work from home, and not whether
they have done so in the past. STEP data allow us to construct a WFH measure across a wide
range of countries by leveraging comparable worker-level data on job task content. Since STEP
covers countries whose GDP per capita ranges from $4,300 to upwards of $15,000, our measure
represents an important input for cross-country comparisons.

Our preferred definition rules out working from home if a worker performs any of the fol-
lowing tasks at work: lifting anything heavier than 50 pounds, repairing/maintaining electronic
equipment, operating heavy machinery or industrial equipment, or reporting they have a phys-
ically demanding job. Our definition also rules out work from home for those indicating that
contact with customers is very important, unless they also report using e-mail for their job.

2.3 Determinants of the ability to work from home

In the first column of Table 1, we present average WFH feasibility across occupations. Overall,
45% of urban employment could be done remotely in the ten STEP countries.8 The feasibility of
WFH varies strongly across broad occupation groups. While the majority of jobs in managerial
and professional occupations and in clerical support (groups 1-4) can be carried out from home,
few jobs in elementary occupations, crafts, or occupations involving plant or machine operation
(groups 6-9) can be done remotely.9

The ability to WFH varies not only with an individual’s occupation, but also across other
personal and job characteristics. In the second and third columns of Table 1, we show that
educational attainment is a strong predictor of the ability to work from home, as the estimated
share for high school completers surpasses that of dropouts by 20 percentage points. The
estimated WFH shares are statistically different in all but two broad occupation groups (craft
workers and elementary occupations). Similarly, the ability to WFH for wage employees (50%) is
far higher than that for self-employed workers (35.3%). The difference is statistically significant
for managers, technicians, services/sales workers and plant/machine operators. Lastly, women
have a far higher ability to WFH (51.5%) than men (37.4%). These differences are significant
in six of the nine broad occupation groups.

Table 1: Feasibility of working from home by definition and one-digit occupation

Educational Attainment Self-Employment Gender
Full Sample HS Graduate HS Dropout Wage Employee Self-Employed Female Male

One-Digit Occupation (1) (2) (3) (4) (5) (6) (7)
Managers 0.655 0.682 0.450 0.731 0.561 0.690 0.634
Professionals 0.622 0.633 0.416 0.625 0.591 0.628 0.612
Technicians and Associate Professionals 0.585 0.620 0.398 0.601 0.476 0.634 0.542
Clerical Support Workers 0.691 0.716 0.574 0.694 0.634 0.739 0.608
Services and Sales Workers 0.385 0.425 0.350 0.427 0.346 0.385 0.383
Skilled Agricultural, Forestry and Fishery Workers 0.227 0.368 0.206 0.246 0.226 0.317 0.134
Craft and Related Trades Workers 0.304 0.294 0.311 0.277 0.331 0.518 0.172
Plant and Machine Operators, and Assemblers 0.250 0.286 0.210 0.271 0.188 0.444 0.204
Elementary Occupations 0.379 0.416 0.362 0.391 0.322 0.518 0.213
Sample Average 0.450 0.532 0.334 0.500 0.353 0.515 0.374
Observations 17598 10093 7505 11099 6499 9355 8243

Source: Skills Toward Employability and Productivity (STEP) Survey. Note: Table 1 documents the share of workers who can work from
home by one-digit occupation, educational attainment, self-employment and gender. Results are weighted using sample weights to represent
the working-age population of 15-64 year olds in each STEP country.

8Given our interest in developing a cross-country WFH measure, we rely on STEP data instead of O*NET.
We present a direct comparison of task measures in the O*NET and STEP in Table A1. In Table A2, we report
the estimated WFH employment share applying our preferred definition to the O*NET classification.

9We alternatively consider a measure in which we entirely rule out working from home unless workers report
using e-mail at work. This reduces the overall WFH share to 8.8%, in line with Saltiel (2020).
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The evidence presented so far shows that both occupations and workers’ characteristics are
important determinants of WFH ability. To further understand the contribution of different
factors to the ability to WFH, we estimate the following regression:

WFHiock = βXi + γo + λc + θk + εiock (1)

where Xi represents a vector of worker i’s observed characteristics, including educational attain-
ment, age, gender and self-employment status; γo captures occupation fixed effects; λc denotes
country fixed effects; and θk captures fixed effects for the four industries reported in STEP. Co-
efficient estimates shown in Table A3 indicate that higher-educated workers, women and wage
employees are far more likely to work from home even within narrowly defined occupations,
echoing the bivariate patterns reported in Table 1.10

To assess the relative importance of different determinants of the ability to work from home,
we perform a variance decomposition. Workers’ characteristics on their own account for 3-4% of
the variance in the WFH measure, along with an additional 3-4% through the covariance with
occupational categories. While one-digit occupational groups additionally account for 3.8% of
the variance of the WFH measure, industries account for a negligible share (0.4%) of the variance
(see Table A4 for full results).11 The contribution of country fixed effects to the WFH variance
is minor (1.6%), supporting our approach in Section 3, where we extend the STEP-based WFH
measure to a much larger set of countries.

2.4 Validation

To assess the validity of our WFH measure as a predictor of employment, we take advantage of
the April survey rounds of the Encuesta Permanente de Empleo (EPE) in Peru and the Current
Population Survey in the US. Both surveys follow a rotating panel design, thus allowing us to
observe workers’ employment outcomes in their latest pre-Covid survey round.12 We focus
on individuals who were employed in the corresponding pre-Covid survey wave and examine
whether they had a job in April 2020. We observe their initial occupation, industry and self-
employment status, along with observed characteristics, such as gender, age and educational
attainment.

For each worker in the Peru and US samples, we impute a predicted WFH score using the
estimated coefficients from equation (1) for the STEP sample. We then examine the relationship
between workers’ predicted WFH feasibility and the likelihood they were employed in April,
2020. Our approach thus resembles Adams-Prassl et al. (2020) and Bick et al. (2020), yet
provides novel evidence in a developing country. We control for workers’ gender to account
for disparities in labor market outcomes during Covid (Alon, Doepke, Olmstead-Rumsey and
Tertilt, 2020), and for the essential nature of the sector, as WFH should be a stronger predictor
of employment in non-essential industries.13 Conditional on these two factors, an increase in
the WFH score from 0 to 100 is associated with a 91 percentage point increased likelihood of
remaining employed through April in the US, and 71pp in Peru. In the US, we further find
that WFH ability is a stronger predictor of employment outcomes for workers in non-essential

10We do not find significant differences in WFH ability by age and thus ignore it in the rest of the analysis.
11Three-digit occupations explain a larger share of the variance of workers’ WFH ability. Comparability across

data sources requires us to focus on one-digit occupations in the rest of the paper.
12The structure of the EPE survey implies that April 2020 respondents were previously surveyed in April 2019.

The 4-8-4 design in the CPS implies that we initially observe workers in different months in 2019 and early 2020.
We do not use information from March 2020, as employment outcomes may have already been affected by the
health shock.

13See Section 4.3 for information on essential sectors.
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sectors, who could only work form home during lockdowns.14 The strong association of our
WFH measure with employment outcomes in countries as different as Peru and the US provides
evidence of its predictive power, even beyond the STEP survey countries.

3 The ability to work from home across countries

In this section, we combine the measures of workers’ ability to work from home from Section 2
with data on employment shares for detailed population subgroups for a wide range of countries
to study how the ability to work from home varies across countries. In doing so, we narrow
the analysis to urban employment, since urban areas are the focus of distancing policies as
their higher population density provides favourable ground for the spread of contagious diseases
(Alirol et al., 2011; Yang et al., 2015; Diop et al., 2020).

3.1 Data and measurement

We built a micro-dataset that contains information on labor market outcomes for 18 million
working-age individuals across 57 countries ranging from Ethiopia to Luxembourg. To do so,
we harmonized 617 country-year household and labor force surveys.15 Beyond information
on individual demographics, the dataset contains detailed information on workers’ education,
employment status, occupation, and sector of activity. In contrast to other sources of data
on employment by sector or occupation, such as the International Labor Organization (ILO),
our dataset contains individual level information and thus allows us to study employment at a
highly disaggregated level.16

Section 2 shows that the ability to WFH varies significantly both across occupations, and
with worker characteristics such as education, gender, and employment status. To account
for these differences, we partition workers into 72 groups indexed by j, resulting from the full
interaction of one-digit occupation (nine levels), education (high school graduates vs. dropout),
gender, and employment status (self vs. wage employment). Denoting the share of type j
workers that can work from home in the STEP data by ηj ,

17 and the employment share of
worker type j in country c by µcj , we measure the share of employment that can work from
home in country c, hc, as

hc =
∑
j

µcjηj . (2)

We measure hc for 57 countries and analyze how and why WFH ability of urban workers varies
with country income.

3.2 Cross-country differences

Figure 1a provides a visual representation of the share of urban employment that can work from
home by country income level. It reveals a large gap in WFH ability across country income
groups: while in high-income countries, about half of urban employment can work from home,

14We fail to find significant interactions of the essential nature of an industry and WFH scores in Peru. This
may be explained by the strict lockdown put in place (Hale et al., 2020). See Table A5 for full results.

15Table A6 in Appendix A.2 provides an overview of data sources.
16At its highest level of detail, the ILO data on employment patterns in urban areas provides information along

up to two dimensions: either occupation and sex, or economic activity and sex.
17Table A7 reports the values.
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Figure 1: Ability to work from home of urban employment
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WFH by ISCO1, Employment Status, Education, and Sex (STEP classification)

(a) Urban employment, total
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WFH by ISCO1, Employment Status, Education, and Sex (STEP classification)

(b) Urban self-employed workers
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WFH by ISCO1, Employment Status, Education, and Sex (STEP classification)

(c) Urban low-skilled workers
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(d) Urban female workers

Figures 1a, 1c, 1b and 1d use WFH ability measures that are occupation, employment status, sex and education specific. Their values are
reported in Table A2.

only a third can do so in low-income countries. The income elasticity of the share of urban
employment that can work from home amounts to 0.046.18

Our individual-level analysis of the ability to work from home in Section 2 highlights that
three subgroups are less able to work from home: the self-employed, the low-skilled, and male
workers. How does WFH ability of these subgroups differ across country income levels? Figure
1 shows that the WFH ability of female and self-employed workers is substantially lower in
low-income countries compared to high-income countries, with a gap of 20 percentage points
between WFH ability of these groups in the richest and the poorest countries. In contrast,
WFH ability of low-skill workers does not vary systematically with country income per capita.

3.3 Sources of differences

Cross-country differences in the ability to work from home by construction reflect differences
in employment composition, which differs systematically with development, given the well-
known changes in the sectoral and occupational structure of economies with development (Gollin
et al., 2002; Gollin, 2008; Herrendorf et al., 2014; Duernecker and Herrendorf, 2016; Duarte and
Restuccia, 2019). In particular, a large share of urban workers in low-income countries are
self-employed and pursue elementary occupations or work as service or sales workers. In fact,
these two occupation groups account for over half of employment in low-income countries, while
they amount to only one fifth of employment in high-income countries (Gottlieb et al., 2020).

18See Table A8 for full regression results and income elasticities for urban subgroups and aggregate employment.
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Table 2: Decomposition of work from home employment by worker characteristics

Panel A: Work from home urban employment

data WFH counterfactual WFH

quintile (hc) occupation (ĥoc) employment type (ĥsc) gender (ĥgc) education (ĥec) N
Q1 0.38 0.44 0.41 0.39 0.45 12
Q2 0.48 0.47 0.49 0.48 0.47 11
Q3 0.47 0.47 0.46 0.47 0.46 11
Q4 0.49 0.47 0.48 0.49 0.48 11
Q5 0.53 0.48 0.52 0.53 0.50 12

Panel B: Work from home employment

data WFH counterfactual WFH

quintile (hc) occupation (ĥoc) employment type (ĥsc) gender (ĥgc) education (ĥec) N
Q1 0.35 0.42 0.39 0.35 0.43 12
Q2 0.47 0.45 0.47 0.46 0.45 11
Q3 0.45 0.45 0.44 0.45 0.43 11
Q4 0.47 0.45 0.46 0.47 0.46 11
Q5 0.51 0.46 0.50 0.51 0.48 12

Note: This Table reports the average work from home employment share hc by quintiles of the income distribution. Columns (2)-(5) report

the counterfactual work from home employment. For instance ĥs
c is the counterfactual employment when the distribution of wage and self-

employment is held constant across countries. The last column reports the sample size for each income group (N). Panel A reports the
decomposition for urban employment, panel B reports the decomposition for total employment.

In contrast, the majority of urban employment in high-income countries is concentrated in
managerial and professional occupations, which are more amenable to work from home. These
jobs also are more likely to be carried out by workers with higher education and are also more
likely to be done by females.

We next provide a quantitative assessment of the importance of these differences in the
composition of urban employment. To do so, we compute, for each country, a counterfactual
share of WFH employment that would prevail if its distribution of one characteristic is set
to the cross-country average. We illustrate the calculation for the occupation distribution.
We index the 8 combinations of attributes other than occupations by g. Let the employment
distribution over occupations in country c be µco, and its average across all countries µ̄o. To
measure the importance of variation in the occupation distribution across countries, we compute
a counterfactual WFH measure (ĥoc) using the average occupation distribution:

ĥoc =
∑
o

∑
g

µcog
µ̄o
µco

ηog, µ̄o =
1

C

∑
c

∑
g

µcog (3)

where ηog is the share of WFH employment of workers in occupation o with characteristics g.
We proceed analogously for employment status, education, and gender.

In Table 2, we report the counterfactual WFH employment levels by quintiles of the income
per capita distribution for each of the worker characteristic we use to predict the WFH ability,
namely occupation, employment status, education and gender.

Our decomposition shows that cross-country differences in the urban ability to WFH are
largely driven by differences in occupation and educational attainment (see Panel A). Differences
in employment status matter somewhat, while differences in gender composition play second
fiddle. For instance, if the distribution of occupations were identical for all countries, the
share of WFH employment would be on average 6 p.p. (=0.44-0.38) higher in the poorest
quintile, and 5 p.p. lower (=0.53-0.48) in the richest quintile. By this metric, the variation
in the occupation distribution on its own accounts for 73% (=1-(0.48-0.44)/(0.53-0.38)) of the
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interquintile difference in urban WFH ability.
The distribution of education also plays a major role. If it were common across countries,

the WFH ability in countries of the lowest quintile would be 7 p.p. higher, while it would be 3
p.p. lower in countries in the highest quintile. On its own, the distribution of education thus
explains 67% of the interquintile difference.

Hence, differences in WFH ability across country-income levels are largely driven by differ-
ences in the distribution of occupations and individual characteristics, in particular educational
attainment. These findings are similar at the country level (see Panel B).

4 Sectoral lockdown policies

In this section, we evaluate the impact of various sectoral lockdown policies on aggregate effective
employment and GDP for 85 countries across the income per capita distribution. These effects
will depend on a country’s WFH ability, but also on its industrial structure, since lockdown
policies are typically specified on a sectoral level.

4.1 Model description

We use a multi-sector model to simulate the effects of lockdowns. We assume that following a
lockdown, the ratio of effective employment relative to trend in country c equals

nc =

I∑
i=1

nciµ
c
i =

I∑
i=1

[1− λi (1− hci )]µci =
I∑
i=1

(1− λi)µci︸ ︷︷ ︸
≡ncw

+
I∑
i=1

λih
c
iµ
c
i︸ ︷︷ ︸

≡nch

(4)

where nci is the level of employment in sector i relative to trend and µci the pre-shock employment
share of sector i. We posit that the lockdown policy shuts down a fraction λi ∈ [0, 1] of
workplaces in sector i. Locked down employment can be substituted at the rate hci ∈ [0, 1], the
share of WFH employment in sector i. Implicitly, we assume that work from home is as efficient
as regular work. The last equality of (4) separates effective labor into regular work, ncw, and
aggregate work from home, nch. In the absence of lockdowns, nc = ncw = 1 and nch = 0.

GDP relative to trend is given by

yc =
I∏
i=1

(nci )
νci =

I∏
i=1

[1− λi (1− hci )]
νci (5)

where νci ∈ [0, 1] is the nominal value added share of sector i,
∑

i ν
c
i = 1. In Appendix A.3,

we show how to derive equation (5) from a model featuring intersectoral trade in intermediate
inputs. The central assumption is that labor and capital, post-shock, cannot move across sectors
and that the sectoral drop in capital utilization is proportional to that of labor.19,20 Simulation
results describe employment and GDP changes relative to trend while a lockdown policy is in

19Our analysis abstracts from factors other than the lockdown that affect employment and output. Such
factors could be, among others, reductions in labor supply (voluntary or for health reasons), financial frictions, or
frictions in final or intermediate goods markets. The model does, however, capture adjustments in the demand
and supply of final and intermediate goods under the conditions spelled out in Appendix A.3.

20Fadinger et al. (2020) use a similar approach, with the difference that capital utilization does not change.
The model in Barrot et al. (2020) features non-unitary elasticities of substitution both between intermediate
inputs and between final goods, while capital utilization is implicitly proportional to labor.
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place. Hence, ignoring dynamic adjustments, the change in annual GDP with a two-month
lockdown would be one-sixth of the reported change.

4.2 Data and measurement

We define sectors according to the one-digit ISIC classification. Country-specific sectoral value
added shares νci are obtained from the United Nations Statistics Division and the World Input
Output Database.21

We construct the country-sector-specific WFH rate hci by combining the WFH ability com-
puted in the STEP data and employment shares by one-digit ISIC sector and one-digit ISCO
occupation from ILO.22 We use the ILO data rather than the harmonized micro dataset em-
ployed in Section 3 in order to maximize country coverage. The downside is that the ILO
data do not allow to use the full heterogeneity of WFH ability presented in Table A7, but only
variation across occupations and sectors. Thus, we compute the WFH ability by occupation o
and broad sector b, ηo,b.

23 Then, hci =
∑

o µ
c
oiηob, ∀i ∈ b, where µcoi is the employment share of

occupation o in sector i. In total, we can measure νci and hci for 85 countries.

4.3 Lockdown policies

We study four lockdown policies. In the first “complete” lockdown policy, workplaces in all
sectors are shut down: λi = 1, ∀i. In this case, the fraction of aggregate effective labor coincides
with the aggregate WFH rate, namely nc =

∑I
i=1 h

c
iµ
c
i . In the second “non-agricultural”

lockdown policy, all sectors are shut down with the exception of agriculture. This policy fleshes
out the importance of a sector considered to be essential in most countries and therefore allowed
to operate normally. The third and fourth lockdown scenarios replicate policies actually in place.
The “hard” lockdown leaves open a limited number of essential sectors, λi = 0, closes down non-
essential sectors, λi = 1, and partially shuts down workplaces in other sectors, λi ∈ (0, 1). We
construct λi using the index of essential sectors assembled by Fana et al. (2020), who document
activities exempt from the strict March 2020 lockdown decrees in Germany, Italy, and Spain.24

Finally, we consider a “soft” lockdown policy, designed to capture the situation as shutdowns
are eased. We define it as lifting three-quarters of the employment restrictions in agriculture
and industry, and half the restrictions in services. The latter are being lifted more slowly as
they involve more interpersonal interaction, which fosters the risk of virus transmission. This
leaves substantial restrictions in sectors such as accommodation and food services, education,
and arts, entertainment and recreation. Appendix A.4 summarizes our approach and presents
the values for λi under each policy.

4.4 Results

Figure 2 plots aggregate effective employment and GDP relative to trend against countries’
income level. The top panes portray the complete lockdown. Here, the aggregate employment

21For each country, we consider the most recent observation over the period 2010-2019. Whenever possible,
we follow the ISIC Revision 4 classification. For a few countries, we use the ISIC Revision 3.1 classification and
impute the missing data.

22For each country, we consider the most recent observation over the period 2010-2019. In most countries,
including poor ones, the data are from 2017.

23The broad sectors are agriculture, fishing and mining; manufacturing, construction and transportation; com-
merce; and other services. Figures shown in Table A9.

24Lockdown policies were similar in North American jurisdictions, like the State of New York in the US and
Ontario and Québec in Canada.
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Figure 2: Effective employment and GDP relative to trend under complete and hard lockdowns
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(a) Employment, complete lockdown
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(b) GDP, complete lockdown
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(c) Employment, hard lockdown
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(d) GDP, hard lockdown

Real GDP per capita of each country corresponds to the 2017 PPP-adjusted series from Feenstra et al. (2015), normalized to the U.S. The
trend line is a quadratic fit of the logarithm of real GDP per capita.

decline corresponds to the fraction of aggregate employment that cannot work from home. Em-
ployment declines most in poorer countries, which have a lower aggregate WFH capacity. The
change in GDP mirrors this pattern. The bottom panes portray the hard lockdown. Strikingly,
for this realistic policy, effective employment and GDP no longer increase in income. Rather,
they exhibit a U-shape. Figure A1 shows that results are similar for the non-agricultural and
soft lockdowns.

Table 3 presents the effect of each lockdown policy by quintile of the distribution of country
income per capita. The first two columns show, for each quintile, average GDP and employment.
Columns (3) and (4) disaggregate employment into the regular and work from home components.
Under the complete lockdown, employment drops to 33.6% of its pre-shock level in the poorest
quintile, compared to 50.8% in the richest quintile. Put differently, the aggregate WFH capacity
is roughly one-third in poor countries and one-half in rich countries. This is in line with the
results presented in Section 3.

The pattern of employment by country income level is completely reversed under the non-
agricultural lockdown policy: in this scenario, employment declines least in the poorest coun-
tries, due to their high employment shares in agriculture (shown in column 3). GDP declines
more than employment, in particular in the poorest countries. This is because the agricul-
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Table 3: Average impact of lockdown policies on country income groups

(1) (2) (3) (4) (5) (6) (7)
Complete lockdown

y n nw nh G H V
Q1 0.356 0.335 0.000 0.335 -0.192 -0.077 -0.114
Q2 0.401 0.382 0.000 0.382 -0.070 -0.032 -0.039
Q3 0.432 0.419 0.000 0.419 0.002 -0.009 0.011
Q4 0.473 0.465 0.000 0.465 0.096 0.040 0.056
Q5 0.517 0.511 0.000 0.511 0.184 0.083 0.101

Non-agricultural lockdown
y n nw nh G H V

Q1 0.508 0.631 0.377 0.254 0.018 -0.066 0.084
Q2 0.488 0.589 0.265 0.324 -0.019 -0.026 0.007
Q3 0.478 0.522 0.132 0.390 -0.039 -0.009 -0.030
Q4 0.499 0.520 0.073 0.448 0.004 0.038 -0.034
Q5 0.526 0.527 0.021 0.506 0.058 0.079 -0.021

Hard lockdown
y n nw nh G H V

Q1 0.717 0.756 0.597 0.159 -0.016 -0.025 0.009
Q2 0.716 0.753 0.572 0.181 -0.018 -0.011 -0.007
Q3 0.716 0.726 0.518 0.209 -0.017 -0.003 -0.014
Q4 0.743 0.732 0.497 0.235 0.020 0.014 0.006
Q5 0.765 0.758 0.516 0.242 0.049 0.033 0.016

Soft lockdown
y n nw nh G H V

Q1 0.909 0.908 0.841 0.067 -0.002 -0.005 0.003
Q2 0.910 0.905 0.828 0.078 -0.001 -0.002 0.001
Q3 0.908 0.895 0.807 0.088 -0.003 -0.001 -0.002
Q4 0.912 0.897 0.799 0.098 0.001 0.003 -0.001
Q5 0.917 0.902 0.798 0.104 0.007 0.006 0.000

Note: The results indicate averages over quintiles of countries ordered by real GDP per
capita in 2017. Each bin consists of 17 countries. Average empirical GDP per capita
expressed relative to the U.S. equals 0.05 in Q1, 0.14 in Q2, 0.30 in Q3, 0.55 in Q4,
and 0.95 in Q5. The terms G, H and V are as defined in equation (6).

tural employment share generally exceeds the sector’s value added share (Restuccia et al., 2008;
Gollin et al., 2014; Herrendorf and Schoellman, 2015). The largest declines in employment and
and value added now occur in middle-income countries.

This pattern is preserved under the realistic hard lockdown scenario, as also seen in Figure 2.
Here, employment declines by 20 to 30%, with the largest declines in middle-income countries.25

Although poorer countries have the lowest ability to WFH, their employment share in essential
sectors is highest. As a result, they maintain larger regular employment nw, and their total
employment n is comparable to the richest countries, despite lower WFH ability.26 This pattern
is entirely driven by the large agricultural employment share in poor countries. Since the value
added share of agriculture in poor countries falls short of its employment share, output losses
significantly exceed employment in the poorest countries, and are similar to those in middle-
income countries. Results are qualitatively similar for the soft lockdown scenario.

25Model-implied employment reductions in the hard lockdown policy are close to those observed during the
pandemic. For instance, US employment declined by 20% from February to April 2020 according to CPS data
(Bick and Blandin, 2020).

26On average, WFH ability does not differ significantly between essential and non-essential sectors (Figure A2).
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4.5 Sources of output changes: a decomposition

The results in Table 3 show that the effects of a lockdown policy in a particular country reflect
not only the ability to work from home, but also the sectoral structure of its economy. We now
assess the quantitative importance of these two components.

Let y be the GDP ratio for a reference economy with average value added shares and work
from home rates across the sample of countries, νi = 1

C

∑C
c=1 ν

c
i , hi = 1

C

∑C
c=1 h

c
i . Then, the

log of the GDP ratio yc for any country c relative to the reference economy can be decomposed
as

ln yc − ln y︸ ︷︷ ︸
≡Gc

=

I∑
i=1

(
νci + νi

2

)
(lnnci − lnni)︸ ︷︷ ︸

≡Hc

+

I∑
i=1

(
lnnci + lnni

2

)
(νci − νi)︸ ︷︷ ︸

≡V c

,
(6)

where

Hc ≈
I∑
i=1

(
νci + νi

2

)
λi
(
hci − hi

)
, V c ≈

I∑
i=1

λi

(
hci + hi

2
− 1

)
(νci − νi) .

The term Hc captures the (value added-weighted) effect of differences in WFH ability,
which affect effective sectoral employment. The term V c captures the effect of differences in
the weight of sectors across countries. A country thus experiences a small GDP drop relative
to an “average” economy if it exercises relatively more work from home (Hc > 0), if it has a
relatively high value-added share in sectors maintaining high employment (V c > 0), or both.
Our decomposition separates these factors.

We find that under the hard (soft) lockdown, the variance of V c accounts for 80.6% (91.0%)
of the variance of Gc, compared to 18.8% (22.8%) for the variance in Hc. The share explained
by the covariance term is small. Hence, in the full cross-section of countries, sectoral structure
is the main determinant of the effect of lockdowns on GDP.

The role of H and V differs systematically across country income groups. Columns (5)-(7)
of Table 3 present the average G, H, and V by quintile. Under complete lockdown, both H
and V contribute to the fact that GDP declines more steeply in poorer countries. GDP in
poor countries drops disproportionately both because they have a lower WFH capacity and
because their value added is concentrated in sectors where employment – due to low average
WFH capacity – is affected most severely. Under the non-agricultural lockdown scenario, the
two forces work in opposite directions. While their low WFH capacity, captured by H, still
contributes negatively to the relative GDP of poor countries, their high value added share in
agriculture, captured by V , more than compensates.

This pattern remains under the realistic hard lockdown policy. Here, the larger value added
share of the poorest countries in essential sectors, captured by V , eliminates about a third of
their lower WFH ability, captured by H. Lower-middle income countries suffer output losses
roughly as large as the poorest countries. Although they have higher WFH ability, they are
penalized by their sectoral structure, with high value added shares in sectors with low WFH
ability. In countries in the third quintile of the income distribution, the sectoral composition
accounts for over 80% of GDP losses compared to the reference economy. The richest countries,
in contrast, benefit from both the highest WFH ability and a favorable sectoral structure, with
relatively large value added shares in sectors with high WFH ability. Their sectoral structure is
responsible for about a third of their lower GDP loss compared to the reference economy. This
is similar, to a lesser extent, for countries in the fourth quintile of the income distribution.

The same pattern arises for the soft lockdown policy. However, all effects are weaker,
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and countries over the whole income spectrum experience a similar-sized drop in GDP. These
patterns are visualized in Figure A3.

5 Conclusion

This paper measures the costs of lockdown policies on employment and GDP for low, middle
and high-income countries. The ability to work from home and a country’s sectoral composition
are two key variables that determine these costs. We provide a novel measure of the ability to
WFH and use a multi-sector model to measure these costs. Our results show that lockdown
policies affect middle-income countries most, while low-income and high-income countries are
less affected. Looking forward, more work is needed to further understand the essential nature
of sectors to think about the optimal design of sectoral lockdown policies.

Our study provides valuable numbers for the study of the effects of recent lockdown policies
across the world. The measures of WFH ability we compute should be useful to inform others’
projections of costs from lockdowns. For ease of access, we provide a “lockdown simulator” that
allows simulating the effect of arbitrary sectoral lockdowns policies.27

27Accessible at https://work-in-data.shinyapps.io/work_in_data/.
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A Appendix

A.1 Appendix tables and figures

Table A1: Work from home measurement

Questionnaire ONET STEP

Section Work context Skills at work
1 Performing General Physical Activities is very

important (4.0+ of 5)
Do you regularly have to lift or pull anything
weighing at least 25 kilos? Binary response.

2 Handling and Moving Objects is very impor-
tant (4.0+ of 5)

3 Controlling Machines and Processes [not com-
puters nor vehicles] is very important (4.0+ of
5)

As part of this work, do you (did you) operate
or work with any heavy machines or industrial
equipment? Binary response.

4 Operating Vehicles, Mechanized Devices, or
Equipment is very important (4.0+ of 5)

5 Performing for or Working Directly with the
Public is very important (4.0+ of 5)

Time involved with customers. Ranked on a
scale from 1-10 only for workers who answered
positively to “Do you contact non-coworkers?”
Deemed important if responded with a 9 or 10.

6 Repairing and Maintaining Mechanical Equip-
ment is very important (4.0+ of 5)

As part of this work, do you (did you) re-
pair/maintain electronic equipment? Binary
response.

7 Repairing and Maintaining Electronic Equip-
ment is very important (4.0+ of 5)

8 Inspecting Equipment, Structures, or Materi-
als is very important (4.0+ of 5)

Section Generalized work activities
9 “Average respondent says they use email less

than once per month”
Does your work require the use of the following
[e-mail]? Binary response.

10 As a part of your work do you (did you) use a
computer? Binary response.

Note: The questions in the STEP column are taken from this questionnaire. The questions from the O*NET classification used Dingel and Neiman
(2020) are taken from their codes, in particular from the file onet characteristics.do.

117
C

ov
id

 E
co

no
m

ic
s 3

1,
 2

3 
Ju

ne
 2

02
0:

 1
03

-1
29

https://microdata.worldbank.org/index.php/catalog/2010/related-materials
https://github.com/jdingel/DingelNeiman-workathome


COVID ECONOMICS 
VETTED AND REAL-TIME PAPERS

Table A2: Feasibility of working from home by definition and one-digit occupation

Occupation, ISCO One Digit O*NET - DN(2020) O*NET STEP
1 Managers 70.0 82.2 65.5
2 Professionals 69.8 78.2 62.2
3 Technicians and Associate Professionals 37.0 53.4 58.5
4 Clerical Support Workers 53.4 59.2 69.1
5 Services and Sales Workers 15.8 30.6 38.5
6 Skilled Agricultural, Forestry and Fishery Workers 3.3 31.3 22.7
7 Craft and Related Trades Workers 4.9 15.0 30.4
8 Plant and Machine Operators and Assemblers 0.5 3.0 25.0
9 Elementary Occupations 6.8 15.7 37.9

Average 41.6 53.8 45.0
Note: Column 1 reports the share of employment that can work from home using the work from home classification proposed by Dingel

and Neiman (2020) using O*NET data. Column 2 reports the share of employment that can work from home using a work from home
classification based on STEP questionnaires, applied to O*NET data. Column 3 reports the share of employment that can work from
home using the work from home classification based on STEP questionnaires, using STEP data. The exact questionnaire questions used
to construct these classifications are reported in Table A1.

Table A3: Determinants of working from home: observables and occupations

(1) (2) (3)
HS Graduate 0.173 0.077 0.068

(0.027) (0.026) (0.028)

Age < 40 -0.003 -0.005 0.002
(0.015) (0.021) (0.015)

Male -0.156 -0.134 -0.113
(0.020) (0.054) (0.022)

Wage Employment 0.106 0.065 0.044
(0.024) (0.029) (0.023)

Occupation FE None One-Digit Three-Digit
R2 0.083 0.125 0.182
Observations 17,598

Source: Skills Toward Employability and Productivity (STEP) Survey.
Note: Standard errors in parentheses. Table A3 presents the estimated coefficients from equation (1) across different specifications. The
first column does not include occupation fixed effects, whereas the second and third columns include one- and three- digit occupation fixed
effects, respectively. Results are weighted using sample weights to represent the working-age population of 15-64 year olds in the sample.
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Table A4: Variance decomposition of working from home: share explained by different factors

% Explained (1) (2)
Variance 1.000 1.000
V ar(Xi) 0.042 0.030
V ar(γO) 0.038 0.100
V ar(λc) 0.016 0.014
V ar(θk) 0.004 0.002
Cov(Xi, γO) 0.034 0.041
Cov(Xi, λc) -0.006 -0.004
Cov(Xi, θk) 0.009 0.004
Cov(γO, λc) -0.004 -0.003
Cov(γO, θk) 0.008 0.007
Cov(θk, λc) -0.002 -0.001
V ar(εiock) 0.864 0.813
R2 0.136 0.187
Occ FE One-Digit Three-Digit
Observations 16,299

Source: Skills Toward Employability and Productivity (STEP) Survey.
Note: Table A4 presents a variance decomposition following equation (1). The ‘Variance’ row denotes the share of the variance in the WFH
measure to be explained and all the rows below denote the share of the variance accounted by each variable. The first and second columns
include one- and three- digit occupation fixed effects, respectively. Results are weighted using sample weights to represent the working-age
population of 15-64 year olds in the sample.

Table A5: WFH validation exercise: evidence for USA and Peru

USA Peru
(1) (2) (3) (4) (5) (6)

Predicted WFH Score 0.397 0.809 0.918 0.427 0.671 0.712
(0.017) (0.021) (0.031) (0.079) (0.094) (0.137)

Male 0.210 0.206 0.140 0.135
(0.006) (0.006) (0.030) (0.030)

Industry Emp. (% Carried Out) 0.352 0.171
(0.027) (0.093)

Interaction: WFH × Industry -0.366 0.004
(0.046) (0.194)

Constant 0.527 0.198 0.067 0.032 -0.156 -0.247
(0.009) (0.013) (0.018) (0.037) (0.055) (0.074)

Observations 28442 28442 28442 1060 1060 1060
R2 0.020 0.055 0.072 0.027 0.046 0.068

Source: Skills Toward Employability and Productivity (STEP) Survey, Current Population Survey (USA) and Encuesta Permanente de
Empleo (Peru).
Note: Standard errors in parentheses. Table A5 presents evidence on the relationship between predicted WFH scores, gender and the
essential nature of sectors on employment outcomes in April, 2020 in USA and Peru. WFH scores are predicted using the estimated
coefficients from a modified version of equation (1) (without industry and country fixed effects). Industry employment shares during
lockdowns follow from Fana et al. (2020), as described in Section 2.2. Results are weighted using sample weights in each country.
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Table A6: Individual level dataset. Information on data sources, sample size and country years covered.

Name Years Sample size (in thds) GDP per capita (PPP) Source
Albania 2002–2012 22 4’845–9’918 LSMS

Argentina 2004–2006 114 12’074–13’770 LFS
Armenia 2013–2013 1 8’979–8’979 STEP
Austria 1999–2017 951 34’938–51’524 LFS
Belgium 1999–2017 456 32’357–46’522 LFS
Bolivia 2012–2012 1 5’860–5’860 STEP
Brazil 2002–2006 628 8’358–9’515 LFS

Bulgaria 1995–2017 301 6’390–20’027 LSMS, LFS
China 2012–2012 1 10’596–10’596 STEP

Colombia 2012–2012 1 11’934–11’934 STEP
Cote d‘Ivoire 1985–1988 4 2’429–2’734 LSMS

Croatia 2002–2017 151 13’750–24’368 LFS
Cyprus 1999–2017 197 25’255–36’137 LFS

Czech Republic 1999–2017 720 20’059–36’061 LFS
Denmark 1999–2017 383 33’525–49’607 LFS
Estonia 1999–2017 109 10’772–31’013 LFS
Ethiopia 2013–2014 40 1’248–1’357 LFS, UES
Finland 1999–2017 183 31’433–42’902 LFS
France 2003–2017 804 31’567–40’975 LFS
Georgia 2013–2013 1 9’254–9’254 STEP
Ghana 2005–2017 68 3’007–5’154 LSMS, STEP, LFS
Greece 1999–2017 1’093 22’683–31’340 LFS

Hungary 1999–2017 1’206 14’380–27’531 LFS
Iceland 1999–2017 76 37’628–51’970 LFS

Indonesia 1993–2014 52 3’811–9’710 ILFS
Iraq 2006–2006 26 5’223–5’223 LSMS

Ireland 1999–2017 973 33’680–73’297 LFS
Kenya 2013–2013 2 2’652–2’652 STEP

Lao People‘s Democratic Republic 2012–2012 2 4’693–4’693 STEP
Latvia 1999–2017 157 9’655–26’643 LFS

Lithuania 1999–2017 264 10’373–30’936 LFS
Luxembourg 1999–2017 157 64’436–99’477 LFS

Macedonia, The Former Yugoslav Republic of 2013–2013 1 11’910–11’910 STEP
Malta 2009–2017 71 26’792–41’847 LFS
Mexico 2005–2005 149 13’691–13’691 LFS

Netherlands 1999–2017 692 37’786–50’024 LFS
Nicaragua 2005–2005 10 3’548–3’548 LSMS
Norway 1999–2017 193 37’645–63’768 LFS

Peru 2009–2014 114 8’515–11’086 LFS
Philippines 2015–2015 1 6’896–6’896 STEP

Poland 1999–2017 1’231 13’114–28’420 LFS
Portugal 1999–2017 718 22’413–28’567 LFS
Romania 1999–2017 1’113 7’441–25’262 LFS

Russian Federation 2004–2015 80 12’554–25’777 RLMS-HSE
Rwanda 2013–2016 24 1’551–1’872 LFS
Slovakia 1999–2017 482 14’190–30’433 LFS
Slovenia 1999–2017 304 21’855–33’947 LFS

South Africa 2012–2019 228 11’965–12’201 QLFS
Spain 1999–2017 857 25’102–37’233 LFS

Sri Lanka 2012–2012 1 9’653–9’653 STEP
Sweden 1999–2017 1’312 34’468–47’892 LFS

Switzerland 1999–2017 397 42’028–62’927 LFS
Uganda 2009–2013 17 1’571–1’759 LSMS
Ukraine 2012–2012 1 9’956–9’956 STEP

United Kingdom 1999–2017 654 31’110–42’138 LFS
United States 2002–2016 372 46’828–55’265 CPS

Viet Nam 2012–2012 2 4’917–4’917 STEP
18’168 1’248–99’477

Note: Table A6 includes the underlying sources for the dataset used in Section 3.
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Table A7: Work from home measures across detailed subgroups.

Males Females
HS Graduate HS Dropout HS Graduate HS Dropout

Full Sample Wage Employee Self-Employed Wage Employee Self-Employed Wage Employee Self-Employed Wage Employee Self-Employed
One-Digit Occupation (1) (2) (3) (4) (5) (6) (7) (8) (9)
Managers 0.655 0.697 0.571 0.636 0.405 0.807 0.649 0.575 0.403
Professionals 0.622 0.628 0.619 0.266 0.575 0.640 0.589 0.442 0.273
Technicians and Associate Professionals 0.585 0.608 0.539 0.401 0.153 0.628 0.828 0.665 0.111
Clerical Support Workers 0.691 0.639 0.496 0.496 0.583 0.760 0.834 0.636 0.479
Services and Sales Workers 0.385 0.456 0.347 0.435 0.222 0.439 0.411 0.370 0.350
Skilled Agricultural, Forestry and Fishery Workers 0.227 0.391 0.261 0.100 0.094 0.411 0.627 0.339 0.298
Craft and Related Trades Workers 0.304 0.196 0.145 0.130 0.209 0.614 0.481 0.586 0.473
Plant and Machine Operators, and Assemblers 0.250 0.245 0.203 0.161 0.190 0.558 0.049 0.430 0.165
Elementary Occupations 0.379 0.262 0.102 0.191 0.260 0.589 0.351 0.507 0.451
Sample Average 0.450 0.495 0.368 0.261 0.206 0.620 0.483 0.476 0.367
Observations 17,598 3,599 1,299 1,923 1,422 3,918 1,277 1,659 2,501

Source: Source: Skills Toward Employability and Productivity (STEP) Survey. Note: Table A7 documents the share of workers who can
work from home across the 72 possible combinations of one-digit occupation, educational attainment, self-employment and gender. Results
are weighted using sample weights to represent the working-age population of 15-64 year olds in each STEP country.

Table A8: Work from home employment and GDP per capita

Share of employment that can Work from Home

Total employment Urban employment Urban Self-employed Urban Low skilled Urban female

(1) (2) (3) (4) (5)

GDP per capita (ppp), log 0.055 0.046 0.051 0.007 0.047
(0.007) (0.005) (0.006) (0.006) (0.005)

Constant −0.079 0.026 −0.092 0.247 0.113
(0.063) (0.048) (0.056) (0.056) (0.045)

Observations 57 57 57 57 57
R2 0.559 0.613 0.589 0.024 0.641

Note: Table A8 presents evidence from a country-level regression of log GDP per capita against different WFH measures. The analysis
covers the 57 countries included in Table A6.

Table A9: Feasibility of working from home by occupation and industry

STEP-Based Industry
Agriculture, Fishery, Mining Manufacturing, Constr. & Transp. Commerce Other Services

One-Digit Occupation (1) (2) (3) (4)
Managers 0.539 0.584 0.641 0.708
Professionals 0.611 0.747 0.728 0.611
Technicians and Associate Professionals 0.489 0.588 0.664 0.583
Clerical Support Workers 0.646 0.617 0.655 0.732
Services and Sales Workers 0.522 0.344 0.358 0.436
Skilled Agricultural, Forestry and Fishery Workers 0.215 0.312 0.444 0.542
Craft and Related Trades Workers 0.105 0.314 0.260 0.315
Plant and Machine Operators, and Assemblers 0.272 0.284 0.250 0.234
Elementary Occupations 0.190 0.189 0.312 0.481
Industry-Average 0.266 0.366 0.395 0.536
Observations 929 3,195 4,048 8,127

Source: Skills Toward Employability and Productivity (STEP) Survey. Note: Table A9 documents the share of workers who can work from
home by one-digit occupation and industry categories available in STEP data. Results include workers for whom industry information is
available. Results are weighted using sample weights to represent the working-age population of 15-64 year olds in each STEP country.
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Figure A1: Effective employment and GDP relative to trend under non-agricultural and soft lockdowns
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(a) Employment, non-agr. lockdown
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(b) GDP, non-agr. lockdown
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(c) Employment, soft lockdown
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(d) GDP, soft lockdown

Real GDP per capita of each country corresponds to the 2017 PPP-adjusted series from Feenstra et al. (2015), normalized to the U.S. The
trend line is a quadratic fit of the logarithm of real GDP per capita.

Figure A2: Average sectoral WFH ability across countries and fraction of sector that shuts down
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(a) Hard lockdown
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(b) Soft lockdown

Figure A2 presents estimated WFH ability for one-digit ISIC sectors, averaged across countries, along with the share of employment that can
be carried out in a hard and soft lockdown in panels A and B, respectively. We present the line of best fit in both panels.
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Figure A3: Fitted components H and V under the hard and soft lockdowns

−
.0

2
0

.0
2

.0
4

.0
6

1/64 1/32 1/16 1/8 1/4 1/2 1 2
Real GDP per capita (US=1)

Fitted regression line, H Fitted regression line, V

(a) Hard lockdown
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Fitted regression line, H Fitted regression line, V

(b) Soft lockdown

In each scenario, the plots are the fitted lines Ĥ and V̂ of the respective regressions H = β0 + β1 logGDP + β2 (logGDP )2 + ε and

V = γ0 + γ1 logGDP + γ2 (logGDP )2 + ε. In the hard lockdown scenario, the regression coefficients and t-statistics (in parenthesis) are

β̂1 = 0.033 (9.13) and β̂2 = 0.005 (4.45), with R2 = 0.752 for H, and γ̂1 = 0.035 (2.45) and γ̂2 = 0.010 (2.50), with R2 = 0.072 for V . In

the soft lockdown, we have β̂1 = 0.007 (9.20) and β̂2 = 0.001 (4.42), with R2 = 0.758 for H, and γ̂1 = 0.005 (1.90) and γ̂2 = 0.002 (2.65),

with R2 = 0.112 for V .

123
C

ov
id

 E
co

no
m

ic
s 3

1,
 2

3 
Ju

ne
 2

02
0:

 1
03

-1
29



COVID ECONOMICS 
VETTED AND REAL-TIME PAPERS

A.2 Data sources

Our individual level dataset consolidates labor force surveys and the labor force section of
household surveys for 57 countries. It contains information on individual characteristics, em-
ployment status, job type, occupation and sector of activity. Table A6 lists the data sources,
the GDP per capita (ppp) that corresponds to the country year of the dataset taken from Zeileis
(2019), as well as the sample size. Note that the sample size here corresponds to the number of
working-age individuals (age 15-64) that work.

A.3 Model derivation

Here we derive the model that underpins equation (5) that used to calculate GDP relative to
trend. Consider a closed economy where gross output in sector i is

gi = zix
θi
i

I∏
j=1

m
γij
ij ,

with parameters θi ∈ [0, 1] and γij ∈ [0, 1] such that θi +
∑I

j=1 γij = 1. The sector’s TFP
is zi and there are two types of production factors: xi is a bundle of the sector’s human and
physical capital and mij is intermediate consumption of goods from sector j. Let pi denote the
price of output of sector i. Assuming perfect competition, profit maximization with respect to
intermediate inputs implies pjmij = γijgij , ∀i, j. In particular, the sector’s value added equals

Vi ≡ pigi −
I∑
j=1

pjmij = θipigi.

The representative household chooses final consumption ci to maximize utility

Y =

I∏
s=1

cφii

with parameters φi ∈ [0, 1] such that
∑I

i=1 φi = 1. The optimality condition is hence pici = φiY ,

∀i. The product market clears according to ci +
∑I

j=1mji = gi, ∀i.
Let Y denote real GDP and P ≡ 1 its normalized price so that PY = Y =

∑I
i=1 pici. In

equilibrium, it can be shown that GDP is

Y ∝
I∏
i=1

(
zix

θi
i

)di
with parameter vector d = φ′(I − Γ)−1 where I is the identity matrix and Γ is the matrix
with elements γij . In particular, di equals the Domar weight of sector i, di = piyi

Y . If zi is

constant and the only exogenous shock occurs through the supply of xi, then Y ∝
∏I
i=1 x

νi
i

where νi = θidi = Vi
Y equals the (constant) aggregate value added share of sector i in the

economy. GDP relative to trend is then y ≡ Ỹ
Y =

∏I
i=1

(
x̃i
xi

)vi
where x̃i/xi denotes the relative

utilization of factor xi following the shock. Our final assumption is that capital and labor
(l) enter homothetically into x and that they change in equal proportion following the shock,
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resulting in

y ≡ Ỹ

Y
=

I∏
i=1

(
l̃i
li

)vi
.

Economies can differ in their underlying parameters, which implies that vi is country-specific.

A.4 Lockdown scenarios

Table A10 summarizes the percent of sectoral workplace employment that is shut down under
the various lockdown senarios used in section 4. The complete lockdown signifies that all sectors
are shut down. The non-agricultural lockdown signifies that all sectors except agriculture are
shut down, i.e., λ = 0 for agriculture and λ = 1 in all remaining sectors.

Table A10: Lockdown scenarios, percent of sectoral workplace employment that is shut down

Complete Non-agr. Hard Soft
Agriculture / forestry / fishing (A) 100 0 7 2
Mining and quarrying (B) 100 100 91 23
Manufacturing (C) 100 100 68 17
Electricity / gas / steam / air cond. (D) 100 100 3 1
Water supply / sewerage (E) 100 100 0 0
Construction (F) 100 100 94 24
Wholesale and retail trade (G) 100 100 46 23
Transportation and storage (H) 100 100 0 0
Accommodation and food service (I) 100 100 98 49
Information and communication (J) 100 100 23 11
Finance and insurance (K) 100 100 0 0
Real estate (L) 100 100 10 5
Professional / scientific / technical serv. (M) 100 100 56 28
Administrative and support services (N) 100 100 80 40
Public administration and defence (O) 100 100 0 0
Education (P) 100 100 100 50
Health and social work (Q) 100 100 0 0
Arts / entertainment / recreation (R) 100 100 100 50
Other service activities (S) 100 100 77 39
Private households with empl. persons (T) 100 100 71 35

Note: Table A10 presents the share of sector-level employment which is shutdown under four lockdown scenarios. See Section 4 for details.

The hard lockdown is based on Fana et al. (2020) who encode the March 2020 legislative
confinement measures in Germany, Italy and Spain. In particular, they report for each country
the degree to which two-digit ISIC sectors are considered essential and therefore the degree
to which they are allowed to function normally. Their final index is an average across the
three countries, justified by the fact that there is relatively little discrepancy between them.
To aggregate up to one-digit sectors, we use employment weights: λi = 1 −

∑
j∈i µjej , where

ej ∈ [0, 1] is the essential index and µj is the employment share of the two-digit sectors j
belonging to one-digit sector i.28

We perform two manual changes. Fana et al. (2020) document that the sector Education
(ISIC code P) is entirely essential in Germany and Italy, while non-essential in Spain, implying
λ = 0.33. Instead, we shut it down completely, λ = 1. Our choice is guided by the fact that

28The employment shares are averaged across all available countries using the ILO data at the two-digit ISCO
level.
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both Germany and Italy closed down all educational establishment in March 2020. Second,
according to Fana et al. (2020), the sector Real estate activities (ISIC code L) is completely
non-essential, implying λ = 1. Instead, we assign it the value λ = 0.1. We conjecture that
restrictions to real estate employment activities such as brokerage have a minimal impact on
bulk of the sector’s value added, which consists mainly of imputed own-occupied housing as
well as established rental arrangements.

Finally, in the soft lockdown scenario, we reduce the value of λ from the hard lockdown by
a fraction, namely by 75% for agriculture and industry (ISIC codes A-F) and 50% for services
(ISIC codes G-T). This is guided by the notion that service sectors require more interaction
with customers and are therefore more likely to suffer restrictions.

Figure A2 plots the average WFH ability of sectors across countries relative to the degree
to which sectors are shut down, λ. Neither in the hard nor in soft lockdown there exists a clear
relationship between the two variables, meaning that on average the propensity to exercise WFH
does not correlate with how essential a sector is.
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1 Introduction

The novel coronavirus (COVID-19) has led to swift and unprecedented changes in people’s

travel behavior around the world. A combination of voluntary precautions and policy re-

sponses by governments, including city lockdowns and stay-at-home orders, have sharply

curtailed trips for both work and leisure in many places, potentially helping to contain the

spread of the virus. However, the ability of different groups of individuals to adjust their

travel behavior in the face of the pandemic and various policy directives has raised important

equity concerns.

In this paper, we study changes in travel behavior in response to COVID-19 in King

County, Washington. King County is home to Seattle, one of the first cities in the U.S. af-

fected by the pandemic and one with some of the earliest and most sweeping policy responses.

Using anonymized geolocated cell phone data from SafeGraph Inc., we first document over-

all changes in travel in response to COVID-19 as well as how changes in mobility correlate

with neighborhood disadvantage. Exploiting passenger boardings information derived from

sensors on board King County Metro’s fleet of vehicles, we go on to explore changes in pub-

lic transit use in particular, and how those changes vary with neighborhood demographics.

Supplementary administrative data on transit boardings by individuals using full-fare transit

cards vs. reduced-fare cards available only to lower-income individuals shed additional light

on the disparate responses by higher- and lower-income riders. Finally, we explore the mech-

anisms behind the differential changes in travel behavior among higher- and lower-income

individuals. We take advantage of both administrative data and the results of a novel survey

of low-income transit users in King County to uncover the sources of the observed changes

in mobility across socioeconomic groups during the pandemic.

We document a steep decline in mobility in King County as the pandemic took hold.

Based on cell phone tracking data, the average number of census block groups (CBGs)

people visited each day (excluding their home CBG) fell by 57% between February and

April 2020. During the same period, public transit use declined by an even sharper 74%.
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These large average declines mask substantial heterogeneity across socioeconomic groups.

Mobility responses were particularly swift, pronounced, and persistent among more highly

educated and higher-income individuals.

We go on to examine the underlying mechanisms behind these changes in travel behavior

across socioeconomic groups. We focus specifically on the roles of transportation mode

substitution, public transit service adjustments, and commuting for work.

First, residents of more-educated neighborhoods engaged in a greater degree of mode

substitution, but only early on in the crisis. During the initial stages of King County’s lock-

down, we observe a differentially large decline in public transit use relative to overall travel in

highly educated neighborhoods. This implies that high-income residents disproportionately

shifted away from public transit and toward cars. However, the role of mode substitution

in driving differences in travel behaviors across socioeconomic groups has faded over time,

suggesting a convergence in substitution elasticities.

Second, public transit service adjustments in the aftermath of the lockdown can explain

only a small fraction of the gap in transit use between higher- and lower-income riders.

Between mid-March and mid-April, King County transit authorities limited service in various

parts of the local public transportation system. To the extent that these service adjustments

differentially affected residents of more- vs. less-educated neighborhoods, it could help to

explain the differential response in travel behavior we observe between groups. However,

ridership of higher-income users relative to lower-income users declines as much or more

within transit routes as between transit routes, indicating that the supply of public transit

plays little role in driving differential changes in transit use across socioeconomic groups.

Finally, we find that the relative inability of less-educated and lower-income people to

work remotely is likely an important contributor to the smaller mobility response for that

group. In the depths of the lockdown, weekly and daily cycles of travel consistent with

commuting for work remain conspicuous among residents of less-educated neighborhoods and

among individuals using reduced-fare public transit cards. For residents of more-educated
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neighborhoods and individuals using regular-fare public transit cards, commute cycles are

clear in the data before the crisis but largely vanish after the pandemic took hold.1 Under

the conservative assumption that weekday trips are for work and weekend trips are for other

activities, the magnitude of this change indicates that at least half of the socioeconomic gap

in travel reductions is attributable to commuting for work.

We complement these results using newly collected survey data from an ongoing study in

King County. The survey highlights how intended uses of transit changed among low-income

individuals as the COVID-19 crisis took hold. We find that low-income individuals consis-

tently report intentions to use transit for activities that could be deemed essential, such as

for work, school, and health, even as the crisis and its policy response unfolded. Meanwhile,

intentions among low-income individuals to use transit to travel for recreational, family,

shopping, and other reasons trailed off after the first local viral outbreaks and continued to

decline as the policy response materialized.

Our results add to the growing body of evidence suggesting that the burden of the

pandemic, not only in terms of its direct health effects but also in terms of the economic

costs of avoidance and mitigation efforts, are spread unevenly across demographic groups.

Several recent papers have identified COVID-19’s disparate effects along other dimensions.

For example, Abedi et al. (2020) shows that the virus’ incidence varies across demographic

groups in the U.S. Borjas (2020) and Schmitt-Grohé et al. (2020) demonstrate that COVID-

19 testing rates vary systematically by neighborhood demographics in New York City. Baker

et al. (2020) document heterogeneity in household consumption patterns across demographic

groups and by income level in response to the pandemic. Adams-Prassl et al. (2020), Cajner

et al. (2020), Fairlie et al. (2020), Montenovo et al. (2020), and Kahn et al. (2020) highlight

how the economic costs of the crisis have been borne disproportionately by lower-income

groups, for whom working remotely is less likely to be feasible and for whom income and job

losses overall have been greater in the aftermath of the crisis.

1This pattern is particularly striking given that job losses among low-income people in the wake of the
pandemic have been substantially larger than those among high-income people (Cajner et al. 2020).
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We contribute to this literature by illustrating the magnitude and sources of heterogeneity

in the mobility impacts of the crisis. Brzezinski et al. (2020) document differences in mobility

by education across U.S. counties. We build on this work by showing that these differences

remain at the neighborhood and individual levels and by providing evidence on why these

disparities emerge. Understanding COVID-19’s heterogeneous mobility impacts is important

because they could represent both causes and consequences of many of the other documented

disparate effects of the pandemic. To the extent that less-educated and lower-income groups

continue to travel at higher rates than more-educated and higher-income groups (especially

in modes frequently necessitating interaction with other people, like public transit), it could

contribute to higher viral transmission rates among those groups. The higher mobility among

less-educated and lower-income groups is also potentially a consequence of their inability to

work remotely and home conditions that are generally less hospitable to sheltering in place

due to lack of adequate internet access, space constraints, and limited access to outdoor

areas.

Our results have important policy implications. The relatively inelastic mobility response

to COVID-19 among less-educated and lower-income groups does not appear to be primarily

a result of a failure of messaging or differences in the degree to which they comply with

directives regarding non-essential travel. Rather, our findings suggest that their more muted

mobility response arises from economic necessity, and in particular the need to travel to jobs

that cannot be performed remotely. To the extent that policymakers might desire to reduce

mobility among these groups further to address public health concerns, changes in public

communication strategies or stricter enforcement of rules regarding non-essential travel may

have only modest effects. Changes in what operations are deemed essential, and thus which

workers are expected to be physically present at jobs during pandemics, could go further

in reducing disparities in travel behavior. Raising the opportunity cost of traveling for

work via transfers tied to staying home (for example, through the unemployment insurance

system) could also potentially reduce these disparities. However, such measures could come
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at the cost of forgoing certain, possibly critical, goods and services during the crisis, and

might translate into even larger job losses among individuals at the lower end of the income

distribution.

Our findings also help to foreshadow possible changes in mobility patterns and modes

as local economies reopen. The large and persistent drop in public transit use relative to

overall mobility points to substitution away from modes that involve close proximity to

others and toward those that do not (e.g., single-occupancy driving). To the extent that this

persists, it could have important implications for traffic congestion and pollution, especially

as lockdown orders are lifted. There also may be a lasting shift to remote working for some

types of jobs (Lavelle 2020, Molla 2020), which could generate more persistent disparities in

travel behaviors to the extent that people in different socioeconomic groups hold jobs that

can be performed remotely at different rates.

2 Mobility Responses to the COVID-19 Pandemic

2.1 The King County Context

We focus on King County, Washington. King County was among the first U.S. locations

impacted by the pandemic, and thus has one of the longest post-COVID-19 periods to

analyze. The first confirmed COVID-19 case on U.S. soil was identified in the state of

Washington on January 21, 2020, and one of the first COVID-19-related deaths occurred

in the Seattle area on February 28. The outbreak of COVID-19 at the Life Care Center

in Kirkland, a suburban area in King County just east of Seattle, in late February set the

wheels in motion for sweeping state and local government policy responses. The Seattle

mayor issued a proclamation of civil emergency on March 3. Public schools as well as

restaurants, bars, and entertainment facilities statewide were closed March 16. The state

issued its official stay-at-home order March 23, two days before all nonessential businesses

in the state were forced to close.
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King County also provides data that uniquely speak to travel patterns in general and

differences in travel behavior by income in particular. First, we have access to multiple

sources of transit ridership information in King County. Through a partnership with King

County Metro, we have data on passenger counts derived from sensors on board most King

County buses. We also have separate, individual-level boarding data based on “taps” by

transit fare cards. Taps by regular-fare and reduced-fare cards allow us to track trips by

higher- and lower-income riders separately.

Second, we were in the midst of a randomized controlled trial studying transit fare policy

when COVID-19 cases began to emerge in the U.S. and when King County went into lock-

down.2 That study included surveys that provide detail on travel intentions and behavior

during the shutdown.

2.2 Changes in Overall Mobility

We use data from SafeGraph Inc. to measure overall changes in travel intensity as the

COVID-19 crisis unfolded. SafeGraph tracks the locations of millions of mobile devices on

which individuals have agreed to allow applications to access data on their precise locations.

These data are anonymized and aggregated to CBGs. SafeGraph determines a device’s

home CBG based on where it resides most frequently. Using origin and destination informa-

tion, the SafeGraph data allow us to construct high-frequency measures of mobility among

individuals.3

In King County, we observe around 100,000 devices in the SafeGraph data, or about 78

devices per CBG. Assuming each device is attached to one individual, this corresponds to a

roughly 5% sample of all individuals living in King County. Coverage rates are not strongly

correlated with socioeconomic characteristics of a neighborhood.4 Our primary measure of

2See Brough et al. (2020b) for results from a pilot phase of that study.
3More information about the SafeGraph data can be found here: https://docs.safegraph.com/docs/social-

distancing-metrics.
4The number of devices per resident in a CBG is correlated with neither median income (r = 0.01) nor

fraction white (r = 0.02). The fraction with a bachelor’s degree has a slightly greater, but still weak, negative

136
C

ov
id

 E
co

no
m

ic
s 3

1,
 2

3 
Ju

ne
 2

02
0:

 1
30

-1
62

https://docs.safegraph.com/docs/social-distancing-metrics
https://docs.safegraph.com/docs/social-distancing-metrics


COVID ECONOMICS 
VETTED AND REAL-TIME PAPERS

mobility derived from the SafeGraph data is the average number CBGs visited each day,

other than the home CBG, per device. We focus primarily on the relationship between

travel behavior and the share of adult residents in a CBG with a bachelor’s degree because it

is one of the strongest predictors of changes in travel intensity between February and April

2020.5

Travel intensity overall fell enormously throughout King County during the lockdown, but

fell particularly sharply in neighborhoods with high average levels of education and income.

Panel (a) of Figure 1 shows the percent change in the SafeGraph measure of travel intensity

between February and April across CBGs in King County. The average percent decline

across all CBGs in the county was 57%, but this average masks substantial heterogeneity.

The more lightly shaded areas had larger reductions in overall travel intensity as measured

by cell phone location tracking. The lighter areas are concentrated in northwestern King

County, where more highly educated and higher-income households reside.

Panel (b) of Figure 1 correlates the percent change in travel intensity among residents

of a CBG between February and April with the fraction of that CBG’s residents that have

a bachelor’s degree. As the figure shows, the decline in overall mobility among residents of

less-educated CBGs is substantially smaller in magnitude than the decline among residents of

more-educated CBGs. Column (1) of Table 1 quantifies this relationship. A CBG where 10%

of the residents have a bachelor’s degree sees on average a 45% decline in overall mobility,

whereas a CBG where 90% of residents have a bachelor’s degree sees on average a 69%

decline. As Appendix Table 1 shows, we find a similar relationship with CBG income levels;

every additional $100,000 in median income in a CBG is associated with a 13 percentage

point larger decline in mobility. Appendix Table 1 also demonstrates that the correlation

between neighborhood education and the decline in travel is robust to controlling for income

correlation with devices per person (r = 0.19). See the scatterplot in Appendix Figure 1.
5We run a LASSO model for a cross-section of CBGs with the percent change in travel intensity as

the outcome and various CBG characteristics as predictors. The full list of CBG characteristics we use as
predictors appears in the notes to Appendix Table 1 (in reference to column (4)). Only the share of residents
with a college degree and the share of residents working in the technology sector survive the LASSO.
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and several other neighborhood demographic and economic characteristics. Moreover, this

correlation is new; Appendix Figure 2 shows no relationship between neighborhood education

level and the January-February change in travel.

Proportion Change
−0.48 to 2.94
−0.56 to −0.48
−0.62 to −0.56
−0.69 to −0.62
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(a) Map of King County, WA
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(b) Correlation with Neighborhood Education

Figure 1. Percent Change in Travel Intensity between April and February 2020, by Census
Block Group
Notes: The unit of observation is census block group (CBG). Travel intensity is the number of other CBGs visited per device
that usually resides in the given CBG, as measured by the SafeGraph Social Distancing Metrics dataset. Fraction with a
bachelor’s degree comes from the 2014-2018 5-year ACS estimates. To aid with presentation, some CBGs in eastern King
County are omitted from the map, and a small number of CBGs with positive change in travel are omitted from the scatterplot.

2.3 Changes in Public Transportation Use

2.3.1 Neighborhood-Level Measures of Transit Use

We take advantage of King County Metro automated passenger counter (APC) data to study

changes in public transit use across neighborhoods. The APC data are based on information

collected from sensors installed on a subset (approximately 70%) of buses that run in King

County. These sensors track boardings, which we aggregate to CBGs in a manner similar to

how SafeGraph data are aggregated. We examine how boardings in each CBG change over

time and by neighborhood characteristics.

Across CBGs, the average percent decline in transit boardings between February and
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Table 1. Correlates of Percent Change in Travel

(1) (2) (3) (4) (5) (6) (7)
Safegraph Safegraph APC APC ORCA ORCA ORCA

Travel Travel Boardings Boardings Boardings Boardings Boardings
Fraction Bachelor’s -0.30*** -0.17*** -0.31*** -0.19***

(0.018) (0.017) (0.024) (0.021)
Weekday 0.13*** 0.20*** 0.40***

(0.0079) (0.011) (0.046)
Frac Bac x Weekday -0.18*** -0.15***

(0.013) (0.019)
LIFT 0.19*** 0.24*** 0.11***

(0.037) (0.035) (0.030)
LIFT x Weekday 0.10**

(0.052)
Constant -0.42*** -0.52*** -0.58*** -0.73*** -0.51*** -0.49*** -0.83***

(0.010) (0.010) (0.014) (0.013) (0.022) (0.018) (0.042)
Route FE No No No No No Yes No
Mean of Dep. Var. -0.57 -0.57 -0.74 -0.74 -0.42 -0.42 -0.42
R2 0.092 0.11 0.039 0.064 0.0072 0.14 0.033
N 38340 38340 35160 35160 6680 6680 6680

Notes: Each column shows results from an OLS regression. Coefficients for all independent variables are shown unless noted in the table. The dependent
variable in each column is the percent change in the outcome between the follow-up period and February. Columns (1)-(2) use SafeGraph data on
the average number of other census block groups (CBGs) visited per device usually residing in the CBG as the outcome; columns (3)-(4) use transit
boardings as measured by automated passenger counters; and columns (5)-(7) use transit boardings as measured by boardings paid for with an ORCA
card. The unit of observation is the CBG-day in columns (1)-(4) and the route-day-fare type in columns (5)-(7); fare type is either LIFT or full adult
fare. Fraction with a bachelor’s degree comes from the 2014-2018 ACS. Each column covers all of King County, WA. The sample time period is April
2020 in columns (1)-(4) and March 10-20, 2020 in columns (5)-(7). Standard errors are clustered by CBG in columns (1)-(4) and by route in columns
(5)-(7). Statistical significance at the 10, 5, and 1 percent level is denoted, respectively, by *, **, and ***.
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April was 74%, about a 30% larger decline than that for overall travel during the same

period. Again, the large average decline in transit use across CBGs obscures significant

heterogeneity. As shown in column (3) of Table 1, a ten percentage point higher share of

residents with a bachelor’s degree is associated with a 3.1 percentage point larger drop in

public transit use. Appendix Figure 3 shows the scatterplot of this relationship and maps

the decline in transit use. Replicating the results for overall travel intensity, Appendix

Table 3 documents that the drop in boardings also correlates with income. Every additional

$100,000 in median income in a CBG is associated with a 17 percentage point larger decline

in mobility.

2.3.2 Individual-Level Measures of Transit Use

We obtained administrative data on boardings among King County Metro customers who

used transit cards to pay their fares on local public transportation. These cards include

regular, adult-fare “ORCA” transit cards (of which there are millions in circulation) as well

as reduced-fare “ORCA LIFT” transit cards available only to low-income riders (of which

there are over 50,000 in circulation).6 Taps by ORCA and ORCA LIFT cards allow us to

track trips by higher- and lower-income riders separately. However, unlike the APC data,

ORCA records omit people who pay by cash or who evade payment.

Notably, King County Metro eliminated fares on all its buses, light rail, and other routes

on March 21, 2020 to ensure social distancing protocols among customers and drivers could

be maintained. Therefore, we do not have data on taps using ORCA or ORCA LIFT cards

after that date.7

We see a large overall decline in public transit trips using fare cards as the crisis began

to unfold in early March. Again, however, the decline was more marked for higher- relative

6ORCA LIFT cards are available to any household with income less than 200% of the federal poverty
line. People enroll in LIFT by requesting a card in-person at public and social service agencies, which verify
income prior to issuing the card.

7For comparison, we show in Appendix Tables 2 and 4 the change in overall travel as measured in the
SafeGraph and APC data between February and mid-March. Qualitatively, the results are very similar to
those discussed above.
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to lower-income riders. Column (5) of Table 1 shows the results. Comparing boardings in

February to mid-March, regular ORCA rides fell by 51%, whereas LIFT rides fell by only

32%. Hence, these individual-level data corroborate the neighborhood-level data in showing

a sharply heterogeneous mobility response to COVID-19 by socioeconomic group.

3 Mechanisms

Overall travel intensity fell more sharply for residents of high-education than low-education

neighborhoods in the face of the COVID-19 pandemic in King County. Measured changes in

public transportation use specifically were particularly large among more highly educated and

higher-income individuals. We next turn to a deeper investigation of potential mechanisms

underlying the differences in travel responses to COVID-19 across socioeconomic groups.

3.1 Reliance on Different Modes

We first consider the role of transportation mode substitution during the COVID-19 crisis.

From a distributional perspective, examining transportation mode is important for at least

two reasons. First, low-income people tend to rely more heavily on public transit (Glaeser et

al. 2008). Second, COVID-19 itself and policy responses to it may differentially affect travel

by transit versus other modes. Transit is more likely to facilitate viral transmission, which

may lead people to avoid it during a pandemic. To the extent that high-income individuals

have greater access to means of transportation other than public transit, mode substitution

as an avoidance strategy may be more feasible for those individuals. In that case, we would

expect to see a larger decline in public transit use than in overall travel for high-income

individuals than we see for low-income individuals.

A key result from above is that transit use decreases more than travel overall. Thus, in

light of the fact that less-educated and lower-income individuals rely disproportionately on

public transit, reliance on different modes alone cannot explain the overall mobility gap that
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emerges during the crisis between high- and low-income travelers. Instead, the larger decrease

in transit use suggests that many individuals engaged in transportation mode substitution

(e.g., away from public transit and toward cars or other modes) in response to the pandemic.

However, while the degree of mode substitution differed across socioeconomic groups early

on in the pandemic, our results indicate that differential mode substitution does not drive

differences in travel behavior in the shutdown steady state. Between February and April,

a neighborhood where 90% of residents hold bachelor’s degrees experienced a 69% decrease

in overall mobility compared to an 86% percent decrease in transit boardings. Therefore,

transit use is about 25% (1 - .86/.69) more responsive than overall travel in high-education

neighborhoods. In a neighborhood where 10% of residents hold bachelor’s degrees, transit

responds by 36% more than travel overall (a 61% vs. a 45% drop). If anything, the relative

drop in transit use is about 8% smaller in high-education neighborhoods.8

During the transition, however, mode substitution did differ by socioeconomic status.

Between February and mid-March, transit fell by 45% more than travel overall in high-

education neighborhoods (64% vs. 44%). Transit fell by only 26% more than travel overall

in low-education neighborhoods during the same period (24% vs. 19%). Thus, individuals in

high-education neighborhoods substituted away from transit to other modes of travel more

than individuals in low-education neighborhoods during the early stages of the shutdown.

However, this gap disappeared or even reversed as the crisis deepened.

3.2 Supply of Public Transportation

One possible explanation for the differences in the magnitudes of the decline in overall travel

intensity, and in public transit use in particular, between higher- and lower-income King

County residents are public transit service adjustments. Unlike other forms of transportation,

policymakers directly control the volume of transit by mapping routes and setting service

frequency. In the face of the pandemic, King County Metro limited service in various parts

8This analysis assumes that the average number of other CBGs visited on transit by residents of a CBG
is proportional to the number of transit boardings in the CBG.
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of its system. King County Metro announced its first reductions in service on March 23,

2020. By mid-April, Metro had made three rounds of service adjustments; at that point,

Metro was operating 27% fewer service trips than typical weekday service (Switzer 2020).

Policy decisions could drive differences in travel behavior if they leave open bus lines in low-

income neighborhoods that rely on transit while closing them elsewhere. Transit also requires

a minimum volume to operate efficiently; even a reduction in service responding to lower

passenger volume during a lockdown could amplify any differences across neighborhoods that

appear for other reasons.

While service changes may have reduced transit ridership, we find no evidence that this

widened the gap in travel behavior between higher- and lower-income riders. In the transit

data, we can compare how full-fare ORCA and low-income LIFT riders who ride the same

route respond to COVID-19. If a reduced supply of transit drives lower passenger volume,

then higher- and lower-income riders on the same route should respond similarly. Figure 2

displays these data.
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Figure 2. Percent Change in ORCA Boardings by Route, Base vs. Low-Income Fare
Notes: The unit of observation is a King County Metro route (almost always a bus route). The outcome includes only boardings
paid for with an ORCA card, excluding cash and non-payment. Percent changes compare March 10-20 to February boardings.
Reduced-fare LIFT versus full-fare boardings are detected by the payment type, which depends on the card serial number. The
size of the circle is proportional to the sum of LIFT and full-fare boardings in February. We exclude routes that average less
than 50 boardings per day in February to aid with presentation.

Each circle in the figure represents a Metro route, with bigger circles corresponding to more

popular routes. The figure plots the percent change in LIFT boardings on each route between
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February and mid-March against the percent change in full-fare boardings on the same route

during the same period. Nearly all routes are below the 45 degree line, indicating that high-

income boardings decrease more than low-income boardings within routes. Formally, as

shown in columns (5) and (6) of Table 1, when we control for route fixed effects in a regression

of the percent change in boardings on a LIFT dummy, the coefficient of the LIFT dummy

does not change statistically and actually increases in magnitude slightly. This implies that

variation across neighborhoods in the impacts of public transit service reductions do not

drive the disparities in changes in transit use across socioeconomic groups.9

3.3 Commuting

Constraints on lower-income individuals’ ability to work remotely could limit their decline

in travel. According to Dingel and Neiman (2020), approximately 42% of Seattle area jobs

can be performed at home. Mongey et al. (2020) find that nationwide, jobs that do not

permit working remotely and jobs that involve high physical proximity tend to be held

by individuals that are less educated, have lower income, and are more credit constrained.

A disproportionate number of less-educated residents could also be commuting to work at

businesses deemed essential and permitted to stay open during the lockdown.10 Kearney and

Pardue (2020) find that, due to essential business exceptions, lower-educated and minority

workers are disproportionately likely to be traveling to work during city lockdowns relative

to working from home.

We find three pieces of evidence suggesting that differential degrees of remote working

across socioeconomic groups represent a key mechanism driving differences in travel behavior

during the pandemic.

9Transit service reductions in King County were almost entirely effected by route eliminations and fre-
quency changes as opposed to route adjustments. While changes in stop locations within routes are not a
likely source of differences in transit use reductions across socioeconomic groups, to the extent that higher-
and lower-income riders were differentially affected by frequency changes, that could contribute to observed
disparities. The most likely concern is that differing service reductions by time of day create the gap.
However, we show in Appendix Table 6 that the results remain within any given time of day.

10For information on which types of businesses were deemed essential, see
https://coronavirus.wa.gov/what-you-need-know/whats-open-and-closed/essential-business.
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3.3.1 Weekly Travel Cycles

First, the weekly cycle of travel attenuates more for high-income people than for low-income

people in the aftermath of the crisis. In Panels (a)-(c) of Figure 3, we show daily time series

for travel from all three data sources (SafeGraph, APC, and ORCA). For the SafeGraph

and APC data, we break out the data based on whether a CBG’s share of residents with a

bachelor’s degree is above vs. below the median share. For the ORCA data, we split results

based on whether the card used is a full-fare ORCA card or a reduced-fare LIFT card.

Based on the SafeGraph data (Panel (a) of Figure 3), prior to March, daily travel among

residents of more- and less-educated CBGs tracks closely. In early March, however, travel

begins to taper, particularly among residents of more-educated CBGs. This tapering began

soon after the Life Care Center Outbreak was detected in late February and as local social

distancing directives were issued, but well before all schools closed and the state’s stay-at-

home order went into effect. Travel continued to decline, and the gap between residents of

more- and less-educated areas continued to grow, as the policy response materialized.

Most notably, we observe that the pre-COVID-19 weekday versus weekend cycle of trips

persists to a greater extent among residents of less-educated CBGs than among residents

of more-educated CBGs post-COVID-19. In other words, less-educated and lower-income

individuals not only traveled more in general as the COVID-19 crisis unfolded, but they

traveled more particularly between Mondays and Fridays each week. This suggests that re-

quirements of their jobs contributed to the more muted travel response for these groups. The

fact that the weekend travel declines among residents of less-educated neighborhoods more

closely matched those of residents of more-educated neighborhoods suggests that differences

in travel for recreational or other non-work related purposes is unlikely to be the primary

driver behind the overall observed differential decline between groups.

In Panel (b) of Figure 3, we show average daily public transit boardings across CBGs

by education level using the APC data. The transit data show a more pronounced weekly

pattern than the overall travel data, reflecting the fact that many individuals in King County
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Figure 3. Daily and Hourly Time Series of Travel in King County
Notes: The left column shows daily travel for all days and the right column shows hourly travel averaged over all weekdays in
a month. Panels (a), (b), (d), and (e) compare census block groups (CBGs) based on whether they are above or below median
for fraction with a bachelor’s degree in the 2014-2018 ACS. Panels (a) and (d) use SafeGraph data on cell phone locations to
track CBG visits per device and the fraction of devices not observed in their home CBG. Panels (b) and (e) show the same
neighborhood comparison for transit boardings measured by automated passenger counters per population from the 2014-2018
ACS. Panels (c) and (f) show ORCA card boardings per card by whether the fare charged is the full adult fare or a reduce
LIFT fare; the denominator is the number of cards ever used for that type of fare in January-March 2020.
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regularly use transit to get to work but not necessarily for other types of trips. Average

boardings per resident are also very similar across high- and low-education neighborhoods

prior to March. However, the post-COVID-19 patterns of decline and the growing gap in use

between residents of more- vs. less-educated CBGs echo those observed in the SafeGraph

data. The weekly cycle of public transit boardings remains more conspicuous for residents

of lower-education CBGs than for residents of higher-education CBGs, again implying that

much of the differential transit use among those living in low-education areas is for the

purposes of traveling to work as opposed to for recreational or other purposes.11

We illustrate the time pattern of average boardings per day for ORCA and LIFT card-

holders in Panel (c) of Figure 3. The pre-COVID-19 level differences in travel by rider

income level are more pronounced in the individual-level data. However, consistent with

the SafeGraph and APC data broken out by neighborhood education level, we see an ear-

lier and sharper decline in transit use among regular ORCA cardholders than among LIFT

cardholders. Because King County transit authorities eliminated fares on March 21, we do

not observe a long post-COVID-19 period in these data. However, the data up to the point

of fare elimination corroborate the patterns observed in the two other data sources.

Using the SafeGraph data, at least 54% of the gap between high- and low-income people

can be attributed to work travel. Consider column (2) of Table 1 and neighborhoods with

90% and 10% of residents with bachelor’s degrees. The coefficients imply that weekday

ridership fell by 71% in the high-education neighborhood and 43% in the low-education

neighborhood, for a gap of 28%. On the weekend, the difference narrows to 13%. Columns

(4) and (7) show similar results for transit boardings as measured by automated passenger

counters and ORCA card readers, respectively. Suppose we assume that the weekend effect

represents the change in travel that happens every day for non-work reasons. Then, a week

that experienced this effect every day would have an income gap of 13%, or 46% of the true

gap. The other 54% must be due to work travel. This is almost certainly a lower bound

11As Appendix Figure 4 shows, there were no such differential patterns of transit use over time in 2019.
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for the role of work travel. Low-income people are much more likely to work outside regular

business hours and on weekends (Shierholz et al. 2012), so the true gap in non-work travel

is probably narrower than just what we observe on weekends.

3.3.2 Daily Travel Cycles

A second piece of evidence in favor of differences in remote working as an explanation for

disparities in travel behavior are patterns of travel by time of day. These patterns indicate

that much of the relatively greater volume of travel among low-income residents of King

County is occurring at times at which people are typically travelling to and from work.

Panels (d)-(f) of Figure 3 use the SafeGraph, APC, and ORCA data to illustrate the

times of day people travel, broken out by month and by education level of the neighborhood

(for the SafeGraph and APC data) or by income of the rider (for the ORCA data).12 In

Panels (d) and (e), there is a clear hourly pattern of travel among residents of both higher-

and lower-educated neighborhoods in February; for example, in the SafeGraph data, the

fraction of devices not observed in their home CBG rises from around 40% to near 80%

within the span of a few hours each morning, then gradually falls back to 40% beginning

in the late afternoon. Both lines flatten substantially by April, but more so for residents of

higher income neighborhoods. There remains an evident hourly pattern of travel for residents

of less-educated neighborhoods, particularly during peak evening travel hours. Similar but

even more pronounced changes in travel within days are evident in the APC and ORCA

data for public transit use.

3.3.3 Survey Results

As a third and final piece of evidence, we lean on direct survey responses of low-income transit

riders. We were in the process of conducting a transit-related survey among low-income

residents of King County when the COVID-19 pandemic emerged (Brough et al. 2020a).

12For these figures, we average data over only weekdays. Results are very similar if include weekends.

148
C

ov
id

 E
co

no
m

ic
s 3

1,
 2

3 
Ju

ne
 2

02
0:

 1
30

-1
62



COVID ECONOMICS 
VETTED AND REAL-TIME PAPERS

The survey was given to individuals who agreed to participate in a study in which they had

a chance of receiving free transit fares for a limited period of time. The eligible population

included those who visited a Washington Department of Social and Health Services office in

King County and who qualified for any public assistance program (e.g., SNAP, Medicaid,

or TANF). Between December and March, 1318 individuals enrolled in our study and had

provided details about their travel intentions in our intake survey.13

As the COVID-19 crisis deepened, low-income individuals consistently reported inten-

tions to take trips for essential activities even as intentions to take trips for other activities

diminished. All participants in our survey report the activities for which they expect to use

the study transit card, allowing them to pick multiple items. We categorize these items into

essential (work, school, public benefits, and health), commercial (shopping and errands), and

social (recreation, family, religious/community, and other) activities. Figure 4 shows how

the average number of activities the person selects in each category varies with the time of

the report (which is tied to the timing of their public benefits office visit and enrollment in

the study).
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Figure 4. Intended Destinations of Low-Income Transit Users over Time, Survey Responses
Notes: The data come from an intake survey for an ongoing study that provides subsidized transit fares. Respondents state the
purposes for which they intend to use the subsidy. The outcome shown in the graph is the average number of items selected in
that category for respondents completing the intake survey on a given day.

During the first two months of 2020, all types of trips remain constant. At the onset of

COVID-19, intentions to use transit for essential trips remains constant, but intentions to

13See Appendix Table 7 for descriptive statistics for this sample.
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use transit for recreational, family, shopping, and other reasons trail off. Following up

with a small sample of 119 participants beginning in March 2020 via phone and web travel

surveys confirms these intentions.14 Most trips were for essential (28%) or commercial (40%)

purposes. Only 32% are for family, religious, or recreational purposes.

These survey data corroborate our previous results based on weekly and daily travel

patterns and point to commuting (as opposed to telecommuting) to work as an important

factor driving differences in travel behavior across socioeconomic groups during COVID-19.

4 Conclusion

In this paper, we examine socioeconomic differences in travel behavior during the COVID-19

pandemic in King County, Washington. Taking advantage of rich administrative data, we

document large average declines in travel, and transit use in particular, in response to the

pandemic and associated policy responses. However, the average declines mask substantial

heterogeneity across socioeconomic groups. Even after accounting for mode substitution

and differential public transit service reductions, travel intensity declined less among less-

educated and low-income individuals. Using a combination of administrative and survey

data, we trace the differences in travel behavior between groups predominantly to the relative

inability of less-educated and lower-income individuals to perform their jobs from home.

We add to the growing body of research documenting the disparate, and largely regres-

sive, impacts of the COVID-19 crisis. Our results echo recent findings on, for example,

the relatively worse health and labor market impacts of the COVID-19 pandemic for less-

educated and lower-income individuals (Abedi et al. 2020, Cajner et al. 2020, Montenovo

et al. 2020). The disparities in travel behavior we identify in this paper could be both a

cause and consequence of differences across socioeconomic groups in these other outcomes.

A higher propensity to travel away from home during the pandemic could contribute to a

14Surveying is in progress at the time of writing. Thus far, we have attempted to contact a representative
sub-sample of 476 people, with a response rate of 25% among that group. See Appendix Table 7 for
descriptive statistics for this sub-sample.
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greater prevalence of the virus among certain groups. Meanwhile, differential abilities to

work remotely as an avoidance strategy could generate differences in travel behavior along

education and income lines.

Notably, our results pertain to King County, which is home to a major city. They

may not generalize to other settings, and in particular to rural areas with limited public

transit options. Nonetheless, our findings have important immediate and longer-term policy

implications. Our results suggest that disparities in travel behavior are less likely the result

of a failure of messaging or of the enforcement of orders to refrain from non-essential travel

(such as for recreation), and more likely the result of a need among individuals in some

groups to travel for work. Our findings also may presage possible shifts in transportation

modes and broader changes in mobility patterns as local economies reopen. The movement

away from public transit may augur increases in road congestion and pollution as economic

activity ramps up. To the extent that remote working becomes a permanent fixture for some

companies, it could mitigate traffic congestion, but also increase disparities in travel behavior

across socioeconomic groups if those companies tend to have relatively highly educated and

high-income workforces.
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Figure A.1. Correlation of SafeGraph Device Prevalence with Education Levels, by CBG
The unit of observation is census block group (CBG). Number of devices residing in the CBG is the average over January and
February from the SafeGraph Social Distancing Metrics dataset. Total population and fraction with a bachelor’s degree comes
from the 2014-2018 5-year ACS estimates.

−
0
.8

0
−

0
.6

0
−

0
.4

0
−

0
.2

0
0
.0

0

P
ro

p
o

rt
io

n
 C

h
a

n
g

e
 i
n

 T
ra

v
e

l

0 .2 .4 .6 .8 1

Proportion Bachelor’s or Greater

Figure A.2. Percent Change in Travel Intensity between January and February, by Census
Block Group
The unit of observation is census block group (CBG). Travel intensity is the number of other CBGs visited per device that
usually resides in the given CBG, as measured by the SafeGraph Social Distancing Metrics dataset. Fraction with a bachelor’s
degree comes from the 2014-2018 5-year ACS estimates. To be consistent with the main text, CBGs with positive change in
travel are omitted from the scatterplot.
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Proportion Change
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(a) Map of King County, WA
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(b) Correlation with Neighborhood Education

Figure A.3. Percent Change in Transit Boardings between April and February, by Census
Block Group
Notes: The unit of observation is census block group (CBG). Boardings come from King County Metro and are measured
by automated passenger counters. Fraction with a bachelor’s degree comes from the 2014-2018 5-year ACS estimates. To be
consistent with the main text, some CBGs in eastern King County are omitted from the map, and CBGs with positive change
in boardings are omitted from the scatterplot.
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Figure A.4. Transit Boardings by Nbd Education and Date, 2019
Notes: The graph shows daily travel comparing census block groups (CBGs) based on whether they are above or below median
for fraction with a bachelor’s degree in the 2014-2018 ACS. It shows transit boardings measured by automated passenger
counters per population from the 2014-2018 ACS.
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Table A.1. Correlates of Percent Change in Travel from a CBG, April vs Feb, SafeGraph

(1) (2) (3) (4) (5)
% ∆ Travel % ∆ Travel % ∆ Travel % ∆ Travel % ∆ Travel

Fraction Bachelor’s -0.30*** -0.24*** -0.15*** -0.17***
(0.018) (0.021) (0.041) (0.017)

Median Income (100k) -0.13*** -0.048*** -0.023
(0.011) (0.013) (0.017)

Weekday 0.13***
(0.0079)

Weekday X Frac Bac -0.18***
(0.013)

Constant -0.42*** -0.45*** -0.40*** -0.83*** -0.52***
(0.010) (0.014) (0.013) (0.23) (0.010)

Other CBG Characteristics No No No Yes No
Mean of Dep. Var. -0.57 -0.57 -0.57 -0.57 -0.57
R2 0.092 0.063 0.098 0.12 0.11
N 38340 37854 37854 37854 38340

Notes: Each column shows results from an OLS regression. Coefficients for all independent variables are shown unless noted in the table.
The dependent variable in each column is the percent change between February and April of SafeGraph data on the number of other
census block groups (CBGs) visited per device usually residing in the CBG as the outcome. Each column covers all of King County,
WA. The unit of observation is the CBG-day. Fraction with a bachelor’s degree and median income come from the 2014-2018 ACS.
Column (4) includes controls for 2014-2018 ACS values for the fraction of the CBG that is male, under 18, over 65, white, black, American
Indian/Pacific Islander, Asian-American, Hispanic, moved in the past year, commuting 30+ minutes, commuting by transit, in families,
in families with married head, in poverty, English-speaking, receiving public assistance, renting, employed, in the labor force, employed
in various occupations, with a vehicle, a smartphone, a computer, and an internet connection. Standard errors are clustered by CBG.
Statistical significance at the 10, 5, and 1 percent level is denoted, respectively, by *, **, and ***.
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Table A.2. Correlates of Percent Change in Travel from a CBG, Mid-March vs Feb, SafeGraph

(1) (2) (3) (4) (5)
% ∆ Travel % ∆ Travel % ∆ Travel % ∆ Travel % ∆ Travel

Fraction Bachelor’s -0.31*** -0.28*** -0.20*** -0.12***
(0.017) (0.023) (0.043) (0.020)

Median Income (100k) -0.11*** -0.016 -0.017
(0.0091) (0.011) (0.017)

Weekday 0.14***
(0.0091)

Weekday X Frac Bac -0.23***
(0.016)

Constant -0.16*** -0.21*** -0.16*** 0.094 -0.28***
(0.0093) (0.011) (0.010) (0.23) (0.011)

Other CBG Characteristics No No No Yes No
Mean of Dep. Var. -0.32 -0.32 -0.32 -0.32 -0.32
R2 0.084 0.040 0.083 0.095 0.093
N 14200 14020 14020 14020 14200

Notes: Each column shows results from an OLS regression. Coefficients for all independent variables are shown unless noted in the table.
The dependent variable in each column is the percent change between February and mid-March of SafeGraph data on the number of
other census block groups (CBGs) visited per device usually residing in the CBG as the outcome. Mid-March refers to March 11-20,
2020. Each column covers all of King County, WA. The unit of observation is the CBG-day. Fraction with a bachelor’s degree and median
income come from the 2014-2018 ACS. Column (4) includes controls for 2014-2018 ACS values for the fraction of the CBG that is male,
under 18, over 65, white, black, American Indian/Pacific Islander, Asian-American, Hispanic, moved in the past year, commuting 30+
minutes, commuting by transit, in families, in families with married head, in poverty, English-speaking, receiving public assistance, renting,
employed, in the labor force, employed in various occupations, with a vehicle, a smartphone, a computer, and an internet connection.
Standard errors are clustered by CBG. Statistical significance at the 10, 5, and 1 percent level is denoted, respectively, by *, **, and ***.
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Table A.3. Correlates of Percent Change in Transit Boardings from a CBG, April vs Feb

(1) (2) (3) (4) (5)
% ∆ Travel % ∆ Travel % ∆ Travel % ∆ Travel % ∆ Travel

Fraction Bachelor’s -0.31*** -0.18*** -0.0046 -0.19***
(0.024) (0.030) (0.061) (0.021)

Median Income (100k) -0.17*** -0.11*** -0.022
(0.013) (0.016) (0.026)

Weekday 0.20***
(0.011)

Weekday X Frac Bac -0.15***
(0.019)

Other CBG Characteristics No No No Yes No
Mean of Dep. Var. -0.74 -0.74 -0.74 -0.74 -0.74
R2 0.039 0.041 0.049 0.074 0.064
N 35160 34650 34650 34650 35160

Notes: Each column shows results from an OLS regression. Coefficients for all independent variables are shown unless noted in the table.
The dependent variable in each column is the percent change between February and April of King County Metro data on the number of
transit boardings measured by automated passenger counters as the outcome. Each column covers all of King County, WA. The unit of
observation is the CBG-day. Fraction with a bachelor’s degree and median income come from the 2014-2018 ACS. Column (4) includes
controls for 2014-2018 ACS values for the fraction of the CBG that is male, under 18, over 65, white, black, American Indian/Pacific
Islander, Asian-American, Hispanic, moved in the past year, commuting 30+ minutes, commuting by transit, in families, in families
with married head, in poverty, English-speaking, receiving public assistance, renting, employed, in the labor force, employed in various
occupations, with a vehicle, a smartphone, a computer, and an internet connection. Standard errors are clustered by CBG. Statistical
significance at the 10, 5, and 1 percent level is denoted, respectively, by *, **, and ***.
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Table A.4. Correlates of Percent Change in Transit Boardings from a CBG, Mid-March vs Feb

(1) (2) (3) (4) (5)
% ∆ Travel % ∆ Travel % ∆ Travel % ∆ Travel % ∆ Travel

Fraction Bachelor’s -0.50*** -0.47*** -0.21** -0.31***
(0.030) (0.046) (0.094) (0.032)

Median Income (100k) -0.19*** -0.028 0.0053
(0.021) (0.029) (0.046)

Weekday 0.43***
(0.027)

Weekday X Frac Bac -0.24***
(0.041)

Other CBG Characteristics No No No Yes No
Mean of Dep. Var. -0.44 -0.44 -0.44 -0.44 -0.44
R2 0.026 0.013 0.026 0.034 0.058
N 11720 11550 11550 11550 11720

Notes: Each column shows results from an OLS regression. Coefficients for all independent variables are shown unless noted in the table.
The dependent variable in each column is the percent change between February and mid-March of King County Metro data on the number
of transit boardings measured by automated passenger counters as the outcome. Mid-March refers to March 11-20, 2020. Each column
covers all of King County, WA. The unit of observation is the CBG-day. Fraction with a bachelor’s degree and median income come from
the 2014-2018 ACS. Column (4) includes controls for 2014-2018 ACS values for the fraction of the CBG that is male, under 18, over 65,
white, black, American Indian/Pacific Islander, Asian-American, Hispanic, moved in the past year, commuting 30+ minutes, commuting
by transit, in families, in families with married head, in poverty, English-speaking, receiving public assistance, renting, employed, in the
labor force, employed in various occupations, with a vehicle, a smartphone, a computer, and an internet connection. Standard errors are
clustered by CBG. Statistical significance at the 10, 5, and 1 percent level is denoted, respectively, by *, **, and ***.
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Table A.5. Correlates of Percent Change in Transit Boardings, Mid-March vs
Feb, ORCA Boardings

(1) (2) (3)
% Change Travel % Change Travel % Change Travel

LIFT 0.19*** 0.24*** 0.11***
(0.037) (0.035) (0.030)

Weekday 0.40***
(0.046)

LIFT x Weekday 0.10**
(0.052)

Constant -0.51*** -0.49*** -0.83***
(0.022) (0.018) (0.042)

Route FE No Yes No
Mean of Dep. Var. -0.42 -0.42 -0.42
R2 0.0072 0.14 0.033
N 6680 6680 6680

Notes: Each column shows results from an OLS regression. Coefficients for all independent variables are shown
unless noted in the table. The dependent variable in each column is the percent change between February and
mid-March of King County Metro data on the number of transit boardings measured by fares paid with an
ORCA card as the outcome. Mid-March refers to March 11-20, 2020. Each column covers all of King County,
WA. The unit of observation is the route-day-fare type. Fare types are either the low-income LIFT fare or the
full adult fare. Standard errors are clustered by route. Statistical significance at the 10, 5, and 1 percent level
is denoted, respectively, by *, **, and ***.
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Table A.6. Correlates of Percent Change in Transit Boardings, Mid-March vs Feb, ORCA Boardings

(1) (2) (3) (4) (5) (6) (7) (8)
Peak AM Peak AM Peak PM Peak PM Off AM Off AM Off PM Off PM

LIFT 0.016 0.043*** 0.062*** 0.078*** 0.10*** 0.10*** 0.0086 0.014***
(0.012) (0.0096) (0.016) (0.017) (0.030) (0.030) (0.0083) (0.0051)

Constant -0.82*** -0.87*** -0.80*** -0.82*** -0.93*** -0.86*** -0.96*** -0.95***
(0.0096) (0.0048) (0.012) (0.0084) (0.0071) (0.015) (0.011) (0.0025)

Route FE No Yes No Yes No Yes No Yes
Mean of Dep. Var. -0.81 -0.81 -0.77 -0.77 -0.88 -0.88 -0.96 -0.96
R2 0.00041 0.17 0.0024 0.073 0.0056 0.16 0.00012 0.18
N 6680 6680 6680 6680 6680 6680 6680 6680

Notes: Each column shows results from an OLS regression. Coefficients for all independent variables are shown unless noted in the table. The dependent
variable in each column is the percent change between February and mid-March of King County Metro data on the number of transit boardings measured
by fares paid with an ORCA card as the outcome. Mid-March refers to March 11-20, 2020. Each column covers all of King County, WA but restricts the
outcome to boardings occuring during a certain time of the day. The unit of observation is the route-day-fare type. Fare types are either the low-income
LIFT fare or the full adult fare. Standard errors are clustered by route. Statistical significance at the 10, 5, and 1 percent level is denoted, respectively,
by *, **, and ***.

161
C

ov
id

 E
co

no
m

ic
s 3

1,
 2

3 
Ju

ne
 2

02
0:

 1
30

-1
62



COVID ECONOMICS 
VETTED AND REAL-TIME PAPERS

Table A.7. Descriptive Statistics for Travel Survey

Study Population
Follow-up Survey

Responders
Mean/SE Mean/SE

Intake Survey
Age 40.4 40.2

(13.1) (13.6)
Travel Intention: Number of Essential Destinations 2.00 2.13

(1.26) (1.21)
Travel Intention: Number of Commercial Destinations 1.32 1.36

(0.77) (0.82)
Travel Intention: Number of Social Destinations 1.39 1.50

(1.15) (1.16)
Travel Intention: Number of Other Destinations 0.061 0.050

(0.24) (0.22)
Days Used Public Transit in Past Month 15.6 16.2

(10.9) (10.9)
Value of a Monthly Transit Pass 14.8 17.1

(18.9) (20.6)
Follow-up Survey
Total Trips Taken 2.09

(2.27)
Total Trips Taken in Feb 2.96

(4.15)
Never Left Home 0.37

(0.48)
Number of Essential Trips 0.58

(1.07)
Number of Commercial Trips 0.84

(1.41)
Number of Social/Other Trips 0.67

(1.50)
Observations 1318 119

Notes: The data come from an ongoing study that provides subsidized transit fares. The top panel reports variables from an intake survey.
The bottom panel shows variables measured through a phone and web survey conducted 1-3 months later.
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Mobility reductions in response 
to Covid-19 in India: Comparing 
voluntary, state and central 
responses1

Himangshu Kumar2 and Manikantha Nataraj3

Date submitted: 18 June 2020; Date accepted: 19 June 2020

In response to the surge of Covid-19 cases nations focused on reducing 
mobility to contain transmission of the virus. This change in mobility 
patterns can be achieved through two channels; (1) voluntary reductions 
in mobility due to rising public awareness and (2) explicit social 
distancing policies imposed by governments. In India, two weeks prior to 
the national lockdown imposed by the central government on 24th March, 
state governments had started independently enacting social distancing 
measures. However, there is little empirical evidence on the efficacy of the 
initial state-level restrictions, in comparison to the national lockdown. 
Even fewer studies have commented on the role of public awareness in 
reducing mobility. This paper contributes by comparing the impact of 
two policy events on mobility: the first Covid-19 social distancing policy 
imposed by each state and the imposition of the lockdown. We further 
explore how the news of the first reported case in a state impacted public 
awareness. The above effects were estimated by using an event study 
Difference-in-Differences model with time-varying treatment. Results 
show that while people did seek information in response to the perception 
that Covid-19 had ‘reached’ their state, they did not reduce out-of-home 
mobility significantly. However, starting from the second day after the 
lockdown, time spent in residence increased significantly for each day 
by 3-4% for the next 21 days. This is in sharp contrast to the insignificant 

1 We would like to thank Dr. Srikanta Kundu and Dr. Ritika Jain for their guidance. We are grateful to Dr. 
Charles Wyplosz for his encouragement, and the reviewer(s) for their comments. All errors are ours.

2 Doctoral candidate, Centre for Development Studies, Thiruvananthapuram.
3 Doctoral candidate, Centre for Development Studies, Thiruvananthapuram.
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Covid Economics Issue 31, 23 June 2020

effect of states’ own first policy on mobility. The intervention of the 
central government had a much larger and persistent impact on mobility 
than the initial state-level policies, indicating that a unified, coordinated 
policy intervention is more effective than isolated, subnational efforts.
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1. Introduction 

 

In response to the Covid-19 pandemic, state and central governments in India imposed social 
distancing policies, which have drastically reduced population mobility levels. The rationale 
for these non-pharmaceutical interventions (NPIs) is to slow down the rate of infections by 
reducing contact between individuals. By restricting non-essential economic and social 
activities, increasing numbers of people are forced to stay in their residences. Growing 
information and awareness about the disease also leads people to reduce their mobility, even 
in the absence of explicit restrictions.  

In past epidemics of contagious, influenza-like diseases, countries have imposed human 
mobility restrictions to control transmission. Epidemiological studies have expressed mixed 
support for their effectiveness (Bajardi et al 2011; Bootsma and Ferguson 2007). Several 
empirical studies have examined the effects of Covid-19 social distancing policies around the 
world (Fang et al, 2020; Dahlberg et al 2020; Kurita et al 2020). The variation in timing of 
Covid-related restrictions among US states has been exploited by several studies to test their 
effects on mobility.4 Using event study regressions on mobility data, Gupta et al (2020) found 
that state-level ‘stay-at-home’ orders produced smaller mobility reductions than closure orders 
or emergency declarations. Using aggregated Google mobility data, Wellenius et al (2020) 
found that emergency declarations led to a 10% increase in time spent inside residences, 
compared to 29% in response to stay-at-home orders. A subset of studies examined the 
interaction of political affiliation in US states with adherence to social distancing restrictions 
(Adolph et al. 2020; Andersen 2020; Painter and Qiu 2020). Studies also showed that with the 
rising risks of infection, people self-regulate their mobility resulting in higher compliance with 
government directives (Fang et al, 2020; Suwanprasert 2020). 

On 11 March, the Indian Central government advised states to enact mobility restrictions 
authorized by the Epidemic Diseases Act (1897). The Act empowers state governments to 
impose sweeping social distancing policies; and states independently used this Act to 
implement varying policies in response to rising COVID-19 cases till 22nd March. These 
policies ranged from emergency declarations to complete lockdowns (equivalent to stay-at-
home orders). However, India has an ‘asymmetric’ federal structure where the national 
government can exercise overarching authority (Tillin, L. 2007). The national government 
overruled the states, and imposed a nationwide lockdown on 24th March. This ordered a 
complete halt on all non-essential activities, and was recognized as the most ‘stringent’ 
lockdown in the world (Hale 2020).5  

Indian studies of the restrictions’ impact on mobility have focused exclusively on the effects 
of the national lockdown. Mukhopadhyay and Roy (2020) found that the lockdown disrupted 
usual migration patterns and initiated a reverse migration from cities to rural regions.6 Lee and 
Sahai (2020) found that after the national lockdown intra-city mobility in Delhi reduced by 
80%, working days by 73% and income by 53%. However, inter-state portability of food 
security benefits reduced within-state mobility by 12% (Choudhury et al 2020).  As mentioned 
above, India’s states had started enacting social distancing policies two weeks before the 
national lockdown. However, there is little empirical evidence on the efficacy of the initial 

 
4 Unlike India, the US federal government did not institute mandatory restrictions and allowed states to decide 
their own policies, with wide variation. 
5 This was implemented through the National Disaster Management Act, 2005 
6 Using Facebook's mobile users' data from the company’s ‘Data for Good’ platform 
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state-level restrictions, in comparison to the national lockdown. This paper adds to the literature 
by comparing the impact of two time-varying events on state-level mobility: the first Covid-19 
policy imposed by each state, and the imposition of lockdown in each state. Even fewer studies 
have commented on the role of public awareness in reducing mobility. We further explore how 
the news of the first reported case in a state impacted public awareness about Covid-19, and 
the extent to which it was translated into mobility reductions. This analysis was conducted by 
constructing a dataset on state government policies, combined with newly available data on 
mobility patterns (see section 3). 

 

2. Analytical framework 

People move out of their residences mainly to supply labour and participate in consumption of 
goods and services (Gupta et al, 2020). Mobility patterns can be captured by visits to grocery 
stores, pharmacies, workplaces, malls and parks. A rise in mobility leads to a negative change 
in time spent in residences. Conversely, a fall in mobility leads to a positive change in time 
spent in residences. Hence, the time spent in residences can be a convenient indicator of 
changes in mobility patterns.  

The surge in Covid-19 cases is expected to reduce mobility through two channels, the 
‘information channel’ and the ‘policy channel’: 

(i) Information channel: People voluntarily reduce mobility in response to information about 
the pandemic, independent of government policies. As the number of cases and risk of infection 
rises, they start limiting movement to essential purposes only (Fang et al, 2020). In India, the 
online, print and TV media rapidly spread news of detected cases, escalating fear as well as 
compliance among people (Choudhury et al 2020; Suwanprasert 2020).7 Recent statistics 
indicate that a majority of Indian smartphone users access news primarily online (Aneez et al 
2019). The aggregated volume of searches on issues related to COVID-19, as a proportion of 
total searches in a region, could be a proxy for the relative rise in awareness.  

(ii) Policy channel: State governments imposed social distancing policies to minimise chances 
for the virus to spread from infected to uninfected patients. These restrictions were legally 
enforceable with violators being penalised. These measures conform to the ‘containment and 
closure’ category of the OxCGRT (Hale et al 2020), a widely used framework to categorize 
government responses to Covid-19. In India, these policies were classified into the following 
categories: 

a. Restrictions on public gatherings 
b. Closures: schools, recreational services (movie theatres, gyms, parks), bars and restaurants, 
all non-essential services 
c. Internal travel restrictions: closure/reduction of public transport, closing state borders 
d. Declaration of an epidemic/emergency 
e. Lockdown: equivalent to ‘stay-at-home’ orders, where all the above restrictions are in effect 

 
 

 

 
7 This includes the number of cases, risks, symptoms, prevention and government policies. 
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3. Data and variables 

3.1 Change in time spent in residences 

We compiled a dataset at the state-day level, recording observations for 30 states from 15th 
February to 26th April, 2020. Google open-source Community Mobility data at the state level 
was used to capture the changes in mobility.8 The data records changes in mobility trends for 
six categories of locations: grocery and pharmacy stores, parks, transit stations, retail and 
recreational establishments, workplaces and residences. In 2018, there were an estimated 390.9 
million mobile internet users in India (Agnihotri and Chetan, 2019). Around 77% of the 
smartphones have Google search engines pre-installed. This implies that changes in movement 
patterns detected should be representative of the overall population. Our primary variable of 
interest is percentage rise in time spent in residences relative to baseline, which conversely 
indicates the change in out-of-residence mobility.  

The value of each category shows the change in mobility for each day of the week, relative to 
that day’s baseline level (the median for all Tuesdays during Jan 3 – Feb 6, 2020). For example, 
the value on 24 March (Tuesday) was the percentage change in time spent in residences, 
relative to the median value for all Tuesdays in the period Jan 3 – Feb 6. In other words, a 
higher value of residential mobility on Tuesday may not mean a relative increase in the number 
of people staying at home compared to Monday. To deal with this high seasonality, the time 
series is smoothed using an exponential window function. A moving window of observations 
is used to calculate a new, ‘smoothed’ variable. The original variable (𝑥!) is averaged to 
generate a new variable (𝑌!) such that each observation gives more weightage to the present 
day’s fluctuation (equations 1 and 2).  

𝑌" = 𝑥"                                                                                                                                    (1) 

𝑌! = 𝛼𝑥! + (1 − 𝛼)𝑥!#$, 𝑡 > 0                                                                                               (2) 

Where α is the smoothing factor, and 0< α <1. The smoothing factor is optimised to minimize 
the forecast error for each individual state.  

3.2 Social distancing policies and cases 

Information on Covid-19 mobility restrictions in Indian states were compiled from news 
reports and state government executive orders. The state-wise dates of each policy announced 
is given in appendix A2. Data on the first case in each state was taken from covid19india.org. 

3.3 Google Search trends 

We include Google Trends data on the relative frequency of online searches related to Covid-
19. The data is based on a sample of the total searches for the topic COVID-199 in a state within 
the time range of our study, expressed as an index of relative popularity. A higher value of the 
index means that searches related to the topic increased, as a proportion of all searches (Rogers, 
2016).  

 

 
8 The data was gathered by Google from users who have enabled GPS location history on their personal devices. 
9 This includes searches for different words associated with COVID-19 like “coronavirus” and “corona”. 
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4. Empirical model 

Researchers note that disentangling the effect of any specific policy is difficult, as several states 
imposed multiple policies on the same day (Wellenius et al 2020). As states imposed several 
restrictions in quick succession or simultaneously, later actions were possibly influenced by 
public awareness. However, early actions were plausibly exogenous with respect to their 
impact on mobility (Gupta et al, 2020). This analysis focuses on the first response policy of 
each state and compares its effectiveness with the declaration of lockdown.  

The specification aims to the estimate dynamic effect of a time-varying treatment which is 
gradually absorbed over time by the treatment unit. The popular strategy to estimate the effect 
of a treatment on the outcome variable is the two-way linear fixed effect regression, which 
accounts for unobserved unit-specific and time-specific confounding effects. The basic 
Difference in Differences (DID) model consists of a single treatment, two groups (control and 
treated) and two time periods, pre-treatment and post-treatment (Angrist and Pischke, 2009). 
The basic DID setup, however, assumes a homogenous impact of the treatment through time. 
But the effect of a treatment can vary dynamically within pre-treatment and post-treatment time 
periods. Recent studies have used event study DID regression models to incorporate these 
aspects. (Athey and Imbens 2018, Borusyak and Jaravel, 2017, Callaway and Sant’Anna, 2018, 
de Chaisemartin and D’Haultfœuille, 2019 and Goodman-Bacon, 2018). The Goodman-Bacon 
(2018) variant of the panel-event study extends the DID setup to situations where treatment 
timing can vary across units. This event study DID regression accounts for two features which 
are key to the current analysis. First, it reveals the time-heterogeneous impact of a 
treatment/event on population mobility. Second, the specification accounts for the fact that the 
treatments/events of interest occur at different time periods for each state. 

We considered two treatments that vary in their dates of occurrence across states: the first 
mobility restriction imposed by the state and the declaration of lockdown. Event windows are 
defined as a range of 20 days before and 20 days after the date of a particular event. These 20-
day windows ensure that the effect of non-event related changes in mobility are kept to a 
minimum. 

The panel event study DID regression is given by equation (3), based on Clarke and Schythe 
(2020). 

𝑌%! = 𝛼 + ∑ 𝛽&#'
&(#'" (𝑊%! = 𝑗) + ∑ 𝛾)(𝑊%! = 𝑘)	+ 𝜃% + 𝜇! +	𝜀%!'"

)("                                    (3) 

𝑌%! is the percent change in time spent in residences for state i at time t, which has undergone 
the single exponential smoothing process described in (1) and (2). Wit is the event window 
dummy for the ith state at the tth time period with t = j for the lag periods with j = [-20, -2] and 
t=k for the lead periods with k = [0, 20]. In the model, 𝜃i is the set of state fixed effects, which 
captures the fixed differences in the level of outcomes across states that are time invariant. 𝜇!	is 
the set of time fixed effects that are common across all states. 𝛽j and 𝛾k are event study 
coefficients that captures the deviations from the regular trends that the states experience in the 
days before and after a given policy treatment respectively. ⍺ represents effects which are 
constant across all states. 𝜀%! is the residual error term. 

To check whether the first reported case led to a break in parallel trends in people’s awareness, 
we also estimate the above model with search frequencies for Covid-19 as the dependent 
variable, as shown in equation (4).  

168
C

ov
id

 E
co

no
m

ic
s 3

1,
 2

3 
Ju

ne
 2

02
0:

 1
63

-1
86



COVID ECONOMICS 
VETTED AND REAL-TIME PAPERS

𝑆%! = 𝛼 + ∑ 𝛽&#'
&(#'" (𝑊%! = 𝑗) + ∑ 𝛾)(𝑊%! = 𝑘)	+ 𝜃% + 𝜇! +	𝜀%!'"

)("                                     (4) 

Here Sit is the search volume for state i at the tth time period, and windows are defined around 
the date of the first reported case in each state. To check whether the information about first 
case translated into changes in mobility equation (4) was estimated with time spent in residence 
as the dependent variable.  

 

5. Results 

5.1 Descriptive results 

Appendix A2 shows that states reported their first cases and instituted the first restrictions on 
different dates. Kerala reported the first COVID-19 case in India on 31st January. Some states 
– like Delhi - imposed restrictions more gradually, while others – like Arunachal Pradesh - 
adopted several policies within a shorter span of time. Kerala became the first state to invoke 
the EDA (1897), by declaring an epidemic/emergency on 11th March. Most states closed 
schools as their first policy response. The first state to declare a lockdown was Chattisgarh, on 
20th March. It was the only state to impose a lockdown before the ‘Janta Curfew’ on 22nd 
March which was effectively a voluntary nationwide lockdown. Nearly all states had enacted 
at least two mobility restrictions by 21st March.  

As the number of cases and restrictions imposed by states began to increase, public awareness 
about Covid-19 began to rise. This is seen by the time series plots of state-wise search 
frequencies for Covid-19 (Appendix A3). However, these search volumes gradually declined 
with time. The same figures also show that mobility fell during the period of analysis, as the 
time spent in residences rose in all states. With the imposition of the national lockdown (shown 
by the dashed vertical line indicating March 24), time spent in residences rose sharply. States 
took varying amounts of time to elicit the maximum compliance to the national lockdown. 
Additionally, the maximum levels of time spent in residences also varied considerably. States’ 
mobility levels did not stabilize at the maximum levels. The figure also shows roughly similar 
patterns for search frequencies, which increased till March 24th, followed by a much faster 
decline. 

5.2 Event Study DID regression 

The above patterns indicate that the national lockdown had a large impact on mobility levels 
and search trends, with varying lags. Figure 1 plots the estimated event study coefficients for 
search frequencies from equation (4), with the regression results shown in Appendix A4. The 
event is defined as the date on which the first case was reported in the state. There are two 
large, positive coefficients on the first and second days after the event, indicating a sharp break 
in parallel trends. One day after the first reported case, average search frequencies for Covid-
19 went up by 5 percentage points after controlling for time and state-fixed effects. After the 
first day, none of the coefficients are significant. This implies that the news of the first 
confirmed case in a state led to a large number of people seeking information about Covid-19 
online, but this heightened awareness did not persist beyond two days.  
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Fig.1 Event study coefficients plot: effect of first reported case on search frequencies  

 

Note: Dependent variable is search frequencies. Regression results included in appendix A4. 

As increase in people’s information might translate into self-regulated changes in mobility, we 
estimate the above model with time spent in residences as the dependent variable. However, 
the report of the first case did not significantly change mobility patterns (as the first column in 
appendix A7 shows). These results show that while people did seek information in response to 
the perception that Covid-19 had ‘reached’ their state, they did not reduce out-of-home 
mobility significantly. This indicates that the ‘information channel’ was largely ineffective in 
reducing mobility. To check the effect of the ‘policy channel’, equation (3) was estimated with 
the two policy events mentioned above (section 2). 

The second column of appendix A7 reports the coefficients of the event study regression with 
time spent in residence as the dependent variable. The event is defined as the date of the first 
Covid-19 related policy in each state. None of the coefficients are significant, reflecting that 
there was no break in parallel trends in mobility with the imposition of the first state-level 
policy.  
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Fig 2. Event study coefficients plot: effect of lockdown on time spent in residences 

 

Note: Dependent variable is time spent in residences. Regression results included in appendix 
A7, column 3. 

The third column of appendix A7 reports the coefficients of the same event study regression 
model, with the event defined as the date on which a lockdown was imposed in the state. For 
the majority of states, this was the date of the national lockdown. As mentioned above, for 
eight states the lockdown was declared one to two days earlier. However, these policies 
coincided with the ‘Janta Curfew’ declared on 22nd March. Hence, although the 
treatment/event varied over time across states, the impact of the event can be mainly attributed 
to the national lockdown. 

The results show that starting from the second day after the policy, time spent in residence 
increased significantly for each day by 3-4% for the next 21 days. The cumulative effect of the 
lockdown was a 74 % rise in people’s time spent in their residences from the baseline value, 
after 21 days. This is in sharp contrast to the insignificant effect of states’ own first policy on 
mobility. We can conclude that the intervention of the central government had a much larger 
and persistent impact on reducing mobility than the initial state-level policies.   

 

6. Conclusion and Discussion 

One reason why heightened awareness about Covid-19 did not translate into voluntary mobility 
reductions may be related to people’s assessment of the relative risks. Different age structures 
make certain populations more vulnerable to the disease (Suwanprasert, W; 2020). Levels of 
education and access to the internet vary widely among states, implying possibly high 
inequalities in how people get and use information. 

Citizens’ compliance with rules depends on the quality of institutions and level of trust in 
authority (van Rooj.et al, 2020; Goldstein & Wiedemann, 2020; Liu, N.N, 2015). Societies 
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with institutions emphasizing collective decision-making witnessed better compliance with 
Covid-19 restrictions, than those with individualistic norms and cultures (Jinjarak et al 2020). 
Some, but not all, Indian states enacted supporting policies to ensure higher compliance with 
mobility restrictions, most importantly centred around food security (Choudhury et al 2020).  

States also varied in how effectively they implemented the initial mobility restrictions, apart 
from the mere declaration. Enforcement measures like identifying and penalising violators 
become critical, such that sufficient deterrence fear is created (May, P. J, 2005). States pursued 
legal action against offenders, such as seizing vehicles and issuing fines. Police forces in 
several states also resorted to extra-legal violence against violators. Such coercive 
implementation strategies may be effective, but may create mistrust and antipathy towards 
authorities due to the disregard for human rights (Ray and Subramaniam 2020). These 
arguments point towards complex reasons why state-level policies had limited success. 

The pandemic has raised questions about the efficacy of varying, state-level public health 
responses versus uniform, centralised decisions. The intervention of the Indian central 
government achieved a massive reduction in mobility across states, though it overrode states’ 
autonomy and citizens’ rights.10 Findings from this study indicate that a unified, coordinated 
policy intervention is more effective than isolated, subnational efforts. 
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Appendix 

A1: Summary Statistics 

Variable  Obs  Mean  Std.Dev.  Min  Max 

Percent change in out-of-residence mobility 2232 12.476 12.816 -17 39.057 

Search frequency 2232 40.079 30.007 1 100 

  

 

A2: State-wise dates of first cases and policy responses 

States/UT First 
Case 
Date 

Date of 
restricting 

public 
gathering  

Date of 
Declaring 
Lockdown  

Date of 
School 
Closure 

Date of 
Recreational 

Service 
Closure 

Date of 
Restaurant 

Closure 

Date of 
Internal 
Travel 
Closure 

Date of 
Declaration 

of 
Emergency 

Andhra 
Pradesh 

12-Mar 24-Mar 24-Mar 20-Mar 20-Mar 24-Mar 24-Mar Not Taken 

Arunachal 
Pradesh 

03-Apr 24-Mar 24-Mar 18-Mar 18-Mar 24-Mar 18-Mar Not Taken 

Assam 01-Apr 24-Mar 24-Mar 16-Mar 16-Mar 24-Mar 22-Mar Not Taken 

Bihar 22-Mar 19-Mar 24-Mar 14-Mar 14-Mar 22-Mar 22-Mar 18-Mar 

Chandigarh 19-Mar 17-Mar 23-Mar 14-Mar 17-Mar 23-Mar 14-Mar 16-Mar 

Chhattisgarh 19-Mar 16-Mar 20-Mar 14-Mar 14-Mar 20-Mar 14-Mar Not Taken 

Goa 26-Mar 22-Mar 22-Mar 15-Mar 15-Mar 22-Mar 24-Mar Not Taken 

Gujarat 20-Mar 24-Mar 24-Mar 16-Mar 16-Mar 24-Mar 24-Mar 15-Mar 

Haryana 04-Mar 16-Mar 24-Mar 16-Mar 16-Mar 24-Mar 24-Mar 18-Mar 

Himachal 
Pradesh 

21-Mar 18-Mar 24-Mar 15-Mar 15-Mar 24-Mar 21-Mar 13-Mar 

J and K 07-Mar 24-Mar 24-Mar 12-Mar 24-Mar 24-Mar 24-Mar 18-Mar 

Jharkhand 01-Apr 24-Mar 24-Mar 17-Mar 17-Mar 24-Mar 22-Mar 17-Mar 
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Karnataka 09-Mar 14-Mar 24-Mar 14-Mar 14-Mar 24-Mar 22-Mar Not Taken 

Kerala 31-Jan 22-Mar 24-Mar 11-Mar 14-Mar 24-Mar 24-Mar 11-Mar 

Madhya 
Pradesh 

21-Mar 24-Mar 24-Mar 15-Mar 15-Mar 23-Mar 24-Mar Not Taken 

Maharashtra 09-Mar 14-Mar 24-Mar 18-Mar 18-Mar 24-Mar 24-Mar Not Taken 

Manipur 24-Mar 22-Mar 24-Mar 13-Mar 22-Mar 22-Mar 18-Mar Not Taken 

Meghalaya NA 24-Mar 24-Mar 17-Mar 17-Mar 24-Mar 24-Mar Not Taken 

Mizoram 25-Mar 24-Mar 24-Mar 18-Mar 18-Mar 24-Mar 10-Mar Not Taken 

Nagaland NA 22-Mar 22-Mar 17-Mar 22-Mar 22-Mar 24-Mar 11-Apr 

NCT of Delhi 02-Mar 17-Mar 24-Mar 13-Mar 17-Mar 20-Mar 24-Mar 14-Mar 

Odisha 16-Mar 21-Mar 24-Mar 14-Mar 14-Mar 21-Mar 22-Mar 14-Mar 

Puducherry 18-Mar 22-Mar 24-Mar 18-Mar 18-Mar 18-Mar 24-Mar Not Taken 

Punjab 09-Mar 17-Mar 22-Mar 14-Mar 14-Mar 14-Mar 19-Mar Not Taken 

Rajasthan 03-Mar 17-Mar 23-Mar 14-Mar 14-Mar 14-Mar 23-Mar Not Taken 

Tamil Nadu 07-Mar 24-Mar 24-Mar 17-Mar 17-Mar 24-Mar 17-Mar Not Taken 

Telangana 02-Mar 23-Mar 23-Mar 15-Mar 15-Mar 23-Mar 20-Mar Not Taken 

Tripura 07-Apr 24-Mar 24-Mar 16-Mar 16-Mar 24-Mar 24-Mar Not Taken 

Uttar Pradesh 04-Mar 24-Mar 24-Mar 14-Mar 17-Mar 24-Mar 24-Mar Not Taken 

Uttarakhand 15-Mar 23-Mar 23-Mar 15-Mar 15-Mar 23-Mar 24-Mar 15-Mar 

West Bengal 18-Mar 24-Mar 24-Mar 16-Mar 17-Mar 22-Mar 22-Mar Not Taken 
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A3: State-wise time series plots of Percentage Change in time spent in residence and 
Search volume trends 

 

Note: Values are normalised between 0 and 100. Vertical dashed line indicates the date of declaration of national 
lockdown.  
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A4: Event study regression results corresponding to Figure 1(a)   

Dependent Variable: Search frequencies for Covid-19 
Regressors First Case 

Days Before Event=21 -1.857 

  (3.19) 

Days Before Event=20 -4.348 

  (2.69) 

Days Before Event=19 -4.485 

  (2.91) 

Days Before Event=18 -3.702 

  (2.87) 

Days Before Event=17 -3.364 

  (2.56) 

Days Before Event=16 -2.804 

  (2.44) 

Days Before Event=15 -4.184* 

  (2.04) 

Days Before Event=14 -4.356 

  (2.14) 

Days Before Event=13 -4.325 

  (2.32) 

Days Before Event=12 -4.630* 

  (2.26) 

Days Before Event=11 -4.068 

  (2.09) 

Days Before Event=10 -3.034 

  (2.07) 

Days Before Event=9 -3.515 

  (1.92) 
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Days Before Event=8 -3.809 

  (1.96) 

Days Before Event=7 -3.048 

  (1.60) 

Days Before Event=6 -3.311 

  (1.79) 

Days Before Event=5 -3.921* 

  (1.88) 

Days Before Event=4 -3.625 

  (1.78) 

Days Before Event=3 -3.466* 

  (1.42) 

Days Before Event=2 -2.591 

  (1.55) 

Days After Event=0 5.129** 

  (1.62) 

Days After Event=1 2.711 

  (1.63) 

Days After Event=2 -1.599 

  (2.85) 

Days After Event=3 -1.114 

  (2.67) 

Days After Event=4 -0.738 

  (2.74) 

Days After Event=5 -1.650 

  (2.51) 

Days After Event=6 -0.720 

  (3.18) 

Days After Event=7 -1.633 
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  (2.89) 

Days After Event=8 0.301 

  (2.57) 

Days After Event=9 -0.894 

  (2.71) 

Days After Event=10 -0.837 

  (2.55) 

Days After Event=11 -1.826 

  (2.92) 

Days After Event=12 -1.998 

  (3.38) 

Days After Event=13 -0.183 

  (2.86) 

Days After Event=14 0.085 

  (2.81) 

Days After Event=15 -2.034 

  (2.36) 

Days After Event=16 -2.091 

  (2.55) 

Days After Event=17 -2.089 

  (2.71) 

Days After Event=18 -1.029 

  (2.69) 

Days After Event=19 -1.410 

  (2.91) 

Days After Event=20 -0.948 

  (2.87) 

Days After Event=21 -1.724 

  (2.82) 
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Constant 6.230* 

  (2.81) 

N 2232 

Date Fixed Effects Yes 

State Fixed Effects Yes 

* p < 0.05, ** p < 0.01, *** p < 0.001; Clustered standard errors in parentheses 
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A5: Event study coefficients: Dependent Variable-Change in Mobility, Event-First policy 
enacted by each state  

 

A6: Event study coefficients: Dependent variable-Change in Mobility, Event-First 
reported case in each state 
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A7: Event study regression results corresponding to Figure 1, A5 and A6  

Dependent Variable: Change in time spent in residence 

Regressors First Case First Policy 
Implemented 

Lockdown 

Days Before Event=21 3.440 6.980 1.844 

  (1.88) (7.23) (9.13) 

Days Before Event=20 1.971 5.841 1.650 

  (1.31) (6.35) (8.26) 

Days Before Event=19 1.638 5.153 1.279 

  (1.26) (5.96) (7.77) 

Days Before Event=18 1.568 4.673 1.532 

  (1.17) (5.62) (7.35) 

Days Before Event=17 1.427 4.179 1.712 

  (1.08) (5.26) (6.94) 

Days Before Event=16 1.341 3.578 2.285 

  (1.07) (4.93) (6.47) 

Days Before Event=15 1.122 3.318 2.528 

  (0.94) (4.57) (6.09) 

Days Before Event=14 0.544 3.155 2.421 

  (0.93) (4.24) (5.63) 

Days Before Event=13 0.134 2.601 1.487 

  (0.92) (3.93) (5.31) 

Days Before Event=12 0.477 2.278 1.938 

  (0.86) (3.58) (5.04) 

Days Before Event=11 0.564 1.984 1.752 

  (0.82) (3.33) (4.59) 

Days Before Event=10 0.516 1.939 1.456 

  (0.77) (3.04) (3.94) 

Days Before Event=9 0.496 1.950 1.900 

  (0.72) (2.77) (3.11) 
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Days Before Event=8 1.100 1.597 1.877 

  (0.74) (2.35) (2.65) 

Days Before Event=7 -0.050 1.172 1.464 

  (0.73) (1.98) (2.26) 

Days Before Event=6 -0.731 1.185 1.143 

  (0.83) (1.81) (1.83) 

Days Before Event=5 -0.375 1.537 0.851 

  (0.57) (1.55) (1.38) 

Days Before Event=4 -0.044 0.820 0.804 

  (0.49) (1.16) (0.93) 

Days Before Event=3 -0.152 0.783 0.457 

  (0.39) (0.89) (0.62) 

Days Before Event=2 -0.147 0.249 0.363 

  (0.54) (0.62) (0.49) 

Days After Event=0 0.009 -0.864 -0.188 

  (0.33) (0.89) (0.90) 

Days After Event=1 -0.134 -0.626 1.155 

  (0.50) (1.11) (0.70) 

Days After Event=2 0.392 -0.670 3.122** 

  (0.56) (1.34) (0.92) 

Days After Event=3 0.683 -0.549 3.964** 

  (0.72) (1.56) (1.18) 

Days After Event=4 -0.128 -0.763 4.483** 

  (0.78) (1.78) (1.39) 

Days After Event=5 0.508 -1.036 4.539** 

  (0.86) (1.90) (1.59) 

Days After Event=6 0.679 -1.361 4.571* 

  (0.96) (2.00) (1.67) 

Days After Event=7 1.186 -1.281 4.164** 
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  (1.03) (2.07) (1.51) 

Days After Event=8 1.146 -0.879 3.956* 

  (1.00) (2.18) (1.44) 

Days After Event=9 1.118 -0.064 3.859** 

  (1.10) (2.19) (1.38) 

Days After Event=10 0.739 0.438 4.066** 

  (1.14) (2.10) (1.34) 

Days After Event=11 0.658 0.813 4.284** 

  (1.19) (1.95) (1.24) 

Days After Event=12 0.972 0.696 4.289** 

  (1.18) (1.77) (1.34) 

Days After Event=13 1.306 0.798 4.214** 

  (1.20) (1.78) (1.45) 

Days After Event=14 1.498 1.191 3.684** 

  (1.28) (1.76) (1.29) 

Days After Event=15 1.744 1.435 3.635** 

  (1.27) (1.77) (1.30) 

Days After Event=16 1.673 1.815 3.164* 

  (1.31) (1.81) (1.44) 

Days After Event=17 1.642 2.057 3.107 

  (1.39) (1.71) (1.54) 

Days After Event=18 1.334 2.293 2.890 

  (1.38) (1.66) (1.58) 

Days After Event=19 1.771 2.650 2.775 

  (1.40) (1.49) (1.58) 

Days After Event=20 2.219 2.937 3.100* 

  (1.45) (1.52) (1.44) 

Days After Event=21 3.944* 3.414* 2.678** 

  (1.82) (1.39) (0.97) 
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Constant -1.676 -5.814 -0.677 

  (1.57) (7.09) (9.00) 

N 2232 2232 2232 

Date Fixed Effects Yes Yes Yes 

State Fixed Effects Yes Yes Yes 

* p < 0.05, ** p < 0.01, *** p < 0.001; Clustered standard errors in parentheses 
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How should unemployment benefits vary in response to the economic 
crisis induced by the COVID-19 pandemic? We answer this question by 
computing the optimal unem- ployment insurance response to the COVID-
induced recession. We compare the optimal policy to the provisions 
under the CARES Act-which substantially expanded unemployment 
insurance and sparked an ongoing debate over further increases-and 
several alternative scenarios. We find that it is optimal first to raise 
unemployment benefits but then to begin lowering them as the economy 
starts to reopen - despite unemployment remaining high. We also find 
that the $600 UI supplement payment implemented under CARES was 
close to the optimal policy. Extending this UI supplement for another six 
months would hamper the recovery and reduce welfare. On the other 
hand, a UI extension combined with a re-employment bonus would 
further increase welfare compared to CARES alone, with only minimal 
effects on unemployment.
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1 Introduction

The Coronavirus Aid, Relief, and Economic Security Act (CARES) Act, passed in response

to the COVID-19 pandemic and the ensuing economic crisis, included an aggressive expan-

sion of unemployment insurance (UI). Specifically, the Federal Pandemic Unemployment

Compensation added $600 to the weekly benefit amount of all UI recipients through the

end of July 2020. As documented by Ganong et al. (2020), this resulted in more than a

100% replacement rate of lost earnings for many job losers. This expansion of UI generosity

paralleled an unprecedented increase in jobless claims starting in March 2020—due to the

pandemic and the subsequent economic lockdown. The efficacy of this UI expansion — and

the desirability of extending it beyond July 2020 — is the subject of an ongoing heated

debate in the U.S. Congress. Proponents are pinpointing the dire need for an additional

safety net, and opponents argue that it provides work disincentives in an already recovering

economy. In this paper, we ask what the optimal UI response is to the economic crisis and

how it compares to the current implementation under the CARES act and alternative policy

proposals.

We answer this question quantitatively in a search model in which unemployment in-

surance may be contingent on labor market conditions. We model the COVID-19 crisis as

the destruction of job matches coupled with a deterioration of workers’ search efficiency. The

latter consists of a sequence of adverse shocks to search efficiency, which leads the job-finding

rate to initially halt and then gradually recover. This adverse shock can be interpreted as

the combination of reduced labor demand, reduced ability to search due to shelter-in-place

restrictions, increased cost of search due to infection risk, or reallocation costs associated

with sector-specific effects of the epidemic.1

We find that the optimal policy calls for raising the replacement rate of unemployment

benefits dramatically in response to the fall in search efficiency, and then lowering them

once search efficiency starts to recover. Importantly, this means that the rise and fall in the

optimal UI replacement rate closely track the shock to search efficiency, not the unemploy-

ment rate. This distinction is significant because the unemployment rate is a slow-moving

variable that remains persistently high, even as the economy is reopening. Indexing UI to

the unemployment rate would (sub-optimally) keep benefits high for longer than our optimal

policy implies, thereby impeding the economic recovery and reducing consumer welfare. As

a by-product, our results show that the policy implemented under the CARES Act—with

1We abstract from heterogeneity in re-employment probabilities amongst those separated. However, see
Gregory et al. (2020) for evidence that the separation shocks induced by the pandemic may have dispropor-
tionately affects workers that take significantly longer to find stable jobs in the future.
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its expiration set for July 31, 2020—is close to the optimal policy. We also conduct coun-

terfactual exercises to experiment with alternative policy proposals following July 2020. A

policy of extending the elevated replacement rate for an additional six months would lead to

more protracted high unemployment and lower welfare. On the other hand, a re-employment

bonus providing $450 a week to both re-employed and unemployed would deliver higher wel-

fare than the current UI supplement alone, despite leading to a slightly slower recovery of

unemployment.

2 Model

Time is discrete, and the time horizon is infinite. The economy is populated by a continuum

of infinitely-lived risk-averse workers, with utility

U = E0

∞∑
t=0

βt
[
ln (xt)−

1

ζt
c (St)

]
(1)

where xt denotes period-t consumption, and St denotes period-t search effort, incurred only

when unemployed and restricted to be between 0 and 1. The economy is subject to aggregate

shocks to ζt; a lower ζt implies a higher cost of finding a job, which can be interpreted as

reduced ability to search due to shelter-in-place restrictions, increased cost of search due to

infection risk, or reallocation costs associated with sector-specific effects of the epidemic. We

assume that ζt follows an AR(1) process

ln ζt = ρζ ln ζt−1 + σζεt, εt ∼ N (0, 1) (2)

and denote the history of of ζ-shocks up to period t as Zt = {ζ1, ...ζt}. The cost function c (S)

is strictly increasing, strictly convex, and satisfies c′ (0) = 0, c′ (1) = ∞. In the numerical

analysis below, we will assume the functional form adopted in Mitman and Rabinovich (2015)

c (S) = A

[
(1− S)−(1+ψ) − 1

1 + ψ
− S

]
. (3)

Workers can be either employed or unemployed. When employed, they separate from their

job the next period with an exogenous probability δ, and when unemployed, they find a

job the next period with the endogenous probability St. The law of motion for aggregate
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employment, denoted lt, is then

lt = (1− δ) lt−1 + St (1− lt−1) (4)

When employed, workers receive exogenous income w and pay a tax τ ; when unemployed,

they receive h+bt, where h is an exogenous value of home production and b is the government-

provided unemployment benefit, which is the policy choice of interest. This unemployment

benefit bt can potentially be contingent on the entire past history of shocks, Zt.2

Unemployed workers choose St at each point in time to maximize expected utility, taking

as given the government policy bt (Zt). We show in Appendix A.1 that the worker’s optimal

search behavior leads to the Euler equation for search intensity,

1

ζt
c′ (St) = ln (w − τ)− ln (h+ bt) + βEt

[
1

ζt+1

c (St+1) + (1− δ − St+1)
1

ζt+1

c′ (St+1)

]
. (5)

The Euler equation equates the marginal cost of additional search to the marginal benefit; the

latter is the combination of the consumption gain from becoming employed and the benefit

of economizing on search costs in the future. Given a policy path bt (Zt), the equilibrium is

fully characterized by law of motion (4) and Euler equation (5).

3 Optimal policy

In the optimal policy analysis, we consider the optimal path of history-contingent bt, lt and St

chosen by a benevolent, utilitarian government with commitment power. Such a government

maximizes the expected value of

E0

∞∑
t=0

βt
[
lt ln (w − τ) + (1− lt) ln (h+ bt)−

1

ζt
(1− lt−1) c (St)

]
(6)

We assume that the government budget needs to be balanced in expectation, so that

E0

∞∑
t=0

βt [ltτ − (1− lt) bt] = 0 (7)

In other words, the expected present value of unemployment benefits cannot exceed the

expected present value of tax receipts. The maximization of (6) is therefore subject to the

budget constraint (7), the law of motion for employment (4), and the optimal search behavior

2For tractability, we abstract from policies that can depend on individual worker histories.
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Figure 1: Simulated path for ζt that mimics the COVID-19 shock to the economy.

of workers, (5).

4 Quantitative Analysis

We calibrate the model to match salient features of the U.S. labor market prior to the onset

COVID-19 pandemic. The model period is one week. We set the discount factor equal to

β = 0.99
1
2 to match a 4% annual discount rate. We set δ = 0.0081 to match the weekly

job separation rate. We jointly estimate the disutility parameters in the search cost function

A = 3 and ψ = 1.9 so that the model is consistent with the average unemployment rate and

empirical estimates of the elasticity of unemployment duration with respect to unemployment

benefits from Meyer (1990).3

We treat the COVID pandemic in the model as an unexpected shock to the economy.

Starting from a steady state at t = 0, the economy is hit by a one-time increase in the

separation rate, δ0 > δ, combined with a sequence of negative ζt shocks. Agents have perfect

foresight of the entire future path of ζt - making this effectively an ”MIT shock” to the

3We note that there is an ongoing and active debate regarding the effects of unemployment benefits (levels
and duration) on worker search effort (micro effects) and firm vacancy creation (macro effects). In innovative
work using administrative data from Missouri, Johnston and Mas (2018) find significant affects of potential
benefit duration on worker search effort, as measured through exits into employment.
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economy (Boppart et al. (2018)). We think of ζt as encompassing policy responses and the

decline in economic activity resulting from the spread of the virus. For example, it reflects

NPI’s, such as orders to limit restaurants to take-out only and stay-at-home orders, as well

as reluctance or inability to search due to the fear of becoming infected (consistent with

the evidence provided by Wiczer et al. that observable measures of search intensity declined

during this period, along with posted job openings).

We choose the size of the separation shock to generate a 15% drop in employment by the

end of April 2020. We calibrate the path for ζ, shown in Figure 1, to match the evolution

of NPIs. For the first two months, we set ζ such that it’s roughly 200 times more costly to

find a job than pre-COVID. The fact that many sectors were effectively closed by policy

justifies this extreme increase in the cost (moreover, there was a substantial drop in job

vacancies, see e.g. Kahn et al. (2020)). For the next two months, we assume that the cost

falls by one order of magnitude, to reflect the reversal of NPIs. After that, ζ mean reverts

to its pre-COVID level with a monthly persistence of 0.96. The persistence of ζ is calibrated

to be relatively high, to match the slow increase in visit to establishments and hours worked

(Bognanni et al., 2020) even after NPI’s are lifted. For research that explicitly models the

interaction between employment and the spread of the virus see Kapicka and Rupert (2020).

We then perform a series of computational experiments. In 4.1, we simulate the response

of unemployment in response to the actual policy implemented under the CARES Act. In 4.2,

we compute the optimal policy response to the shocks, which is the solution to the problem

described in Section 3. In 4.3, we perform other counterfactual experiments, to assess the

effects of policy alternatives being discussed.

4.1 Baseline: CARES Act

Figure 2 shows path of the UI replacement rate and the response of employment under the

implemented $600 weekly CARES UI supplement through July 2020. Consistent with the

data, the COVID shock combined with the UI extension generates a large and protracted

fall in employment.

4.2 Optimal policy response

Next, in Figure 3, we plot the path of the UI replacement rate prescribed by the optimal

policy, as characterized above in Section 3. There are important differences as well as sim-

ilarities between the optimal policy and the one implemented under CARES. First, while

the optimal policy still calls for a significant rise in the replacement rate (60%) on impact in
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Figure 2: Employment and Benefits under the CARES Act.
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Figure 3: Employment and Benefits under the Optimal Policy.

response to the shock, this is lower than the rise in the replacement rate under CARES. Sec-

ond, the optimal policy features a rapid fall in benefits around the point where ζt (see Figure

1) starts to recover. Importantly, this drop-off in benefits precedes the substantial recovery

in employment. Overall, the CARES policy turns out to be close to optimal, largely because

of the timing of the UI benefit decline. We find that the two policies are similar in terms of

the employment recovery, though it is somewhat faster under the optimal policy. The welfare

gain from implementing the optimal policy rather than CARES, in consumption-equivalent

variation terms, is 0.1% of lifetime consumption.

4.3 Alternative policies

Next, we consider two alternative policy proposals. First, we consider the proposal (e.g. as

included in a provision of the HEROES Act) to extend the $600 weekly UI supplement beyond
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Figure 4: Employment and Benefits under an extension of the $600 weekly CARES UI
supplement for all unemployed through December 31, 2020.

July 2020. Figure 4 displays the corresponding path of the replacement rate and the implied

employment trajectory. Extending the $600 weekly UI supplement through December 2020

substantially delays the recovery of employment. Further, it generates a deeper trough in

the employment drop relative to both the optimal policy and the original CARES act. With

regard to the normative implications, we find that the extended CARES policy entails a

0.1% welfare loss in lifetime consumption-equivalent terms relative to the optimal policy.

Second, we consider a recent proposal to extend the weekly UI supplement, but to have it

be implemented additionally as a re-employment bonus that newly hired workers could keep.

The motivation behind the policy is to remove the moral hazard distortion from the high ef-

fective replacement rates under the CARES supplement. Following the bonus proposal being

considered. we assume that from August 1, 2020 through December 31, 2020 unemployed

individuals receive a weekly $450 supplement. Newly hired workers during this time period

keep receiving the $450 supplement in addition to their weekly wage. The dynamics of em-

ployment and the benefits/bonus policy are plotted in Figure 5. Employment falls slightly

more than under the optimal and CARES scenarios, but by significantly less than in the

scenario where the $600 CARES UI supplement is extended through December 31, 2020.

The bonus program can therefore effectively overcome the majority of the moral hazard dis-

tortion induced by the higher benefit replacement rate. In terms of normative implications,

we find that the CARES Bonus program delivers roughly the same welfare (in CEV terms)

as the optimal policy, despite leading to a slightly slower recovery of unemployment.4

Figure 6 plots the relative sizes of the unemployment rate increase and recovery under the

4The slower recovery occurs because, under risk aversion, a lump-sum payment lowers search effort even
when the payment accrues to both employed and unemployed, i.e. the flow surplus from being employed is
ln (w − τ + ∆)− ln (h+ bt + ∆) < ln (w − τ)− ln (h+ bt) for ∆ > 0.
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Figure 5: Employment and Benefits under a $450 CARES UI supplement/re-employment
bonus for all unemployed and newly hired through December 31, 2020.
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Figure 6: Unemployment rate under the four different scenarios: baseline CARES Act, the
optimal policy, an extension of CARES $600 weekly payment through December 31, 2020,
and a CARES ”Bonus” program through December 31, 2020.

four scenarios considered. The right panel illustrates the relative size of the unemployment

rate, under the optimal policy, the extended CARES policy, and the re-employment bonus,

as compared to the baseline CARES policy.

4.4 A more optimistic recovery scenario

For robustness, we also consider a more optimistic recovery scenario. We lower the persistence

of the ζt process from 0.99 to 0.9 on a weekly basis. The path of ζt is illustrated in Figure

7. With this lower persistence, the cost of finding of job is essentially back to the steady

state level within one year of the onset of the pandemic. Figure 8 illustrates the optimal

policy response in this case, and Figure 9 compares the unemployment trajectory across the
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Figure 7: Simulated path for ζt: optimistic recovery scenario.

different policy alternatives. Not surprisingly, we find significantly faster recoveries under all

policy alternatives — unemployment is back to steady state levels within 18 months of the

shock. Interestingly, we find that the moral hazard distortion of the extended CARES policy

is much stronger under this more optimistic scenario, as can be seen by comparing Figures

6 and 9. The easy availability of jobs associated with the faster recovery worsens the moral

hazard distortions. If agents know that the cost of finding a job will be very low after the UI

supplement runs out, the cost of delaying search (and collecting the high UI supplement) is

low. On the other hand, in the more pessimistic baseline scenario, the more sluggish recovery

makes households more willing to accept jobs even if the replacement rate is higher than the

wage, because they are afraid of being unemployed after the supplement runs out, when it’s

still costly to find a job. The weak recovery in our baseline case thus served as a discipline

device mitigating the moral hazard distortion.
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Figure 8: Employment and benefits under the optimal policy: optimistic scenario.
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Figure 9: Comparison across policies under optimistic scenario: baseline CARES Act, the
optimal policy, an extension of CARES $600 weekly payment through December 31, 2020,
and a CARES ”Bonus” program through December 31, 2020.

197
C

ov
id

 E
co

no
m

ic
s 3

1,
 2

3 
Ju

ne
 2

02
0:

 1
87

-2
01



COVID ECONOMICS 
VETTED AND REAL-TIME PAPERS

5 Discussion

We assessed the optimal UI policy and compared it to the one currently implemented, as well

as the most prominent alternative proposals. We found that the UI supplement applied under

the baseline CARES Act policy performs quite well. The UI supplement combined with a

re-employment bonus would perform even better, despite a somewhat slower employment

recovery. On the other hand, a blanket extension of the UI supplement for another six

months would substantially hamper the recovery and reduce welfare. The broad lesson is

that expectations matter. The optimal policy starts lowering the UI payment when the

economy begins to reopen - before the recovery of employment. A policymaker that indexes

UI benefits to the level of unemployment would keep them high for too long, generating

hysteresis (see, e.g., Mitman and Rabinovich (2019)). Furthermore, expectations of weak

labor market conditions in the future mitigate the moral hazard problem today, as we showed

by comparing alternate recovery scenarios. High future costs of search make it easier to

incentivize current search effort, creating a further reason for a temporary UI expansion.

We have focused on the amount and timing of unemployment benefits, and thus ab-

stracted from two other important aspects of the current crisis: the distinction between

temporary and permanent separations, as examined in Gregory et al. (2020) and Birinci

et al. (2020); and the epidemiological side of the discussion, as applied to a search model

by e.g. Kapicka and Rupert (2020). Combining these unique features of the recession with

our analysis of unemployment insurance is an important extension. We have also abstracted

from two general equilibrium feedback mechanisms. First, we have ignored potential aggre-

gate demand effects induced by providing transfers to the unemployed that could speed the

recovery (Kekre (2019); Ravn and Sterk (2016); Den Haan et al. (2018)). Our view is that

the COVID-19 pandemic (and ensuing policy response with lockdown orders) represents a

supply shock and thus that normal demand channels will be muted (see Guerrieri et al.

(2020) for an alternative view). Second, we have abstracted from firm labor demand and the

response of wages and labor force participation to benefit policy (see, e.g.,Hagedorn et al.

(2013, 2015)). We leave these for future work.
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A Supplementary derivations

A.1 Details on the worker problem

Throughout, let Zt = {ζ1, ...ζt} denote the history of shocks. Let Wt = Wt (Zt) be the value of

a worker entering period t employed, and Ut = Ut (Zt) the value of a worker entering period t

unemployed. These values satisfy the Bellman equations

Wt = (1− δ) [ln (w − τ) + βEtWt+1] + δ [ln (h+ bt) + βEtUt+1] (8)

Ut = max
S
− 1

ζt
c (S) + S [ln (w − τ) + βEtWt+1] + (1− S) [ln (h+ bt) + βEtUt+1] (9)

where the period-t expectation is taken with respect to ζt+1 and dependence on Zt is suppressed

for notational convenience. From (9), the first-order necessary condition for the optimal S = St is

1

ζt
c′ (St) = ln (w − τ)− ln (h+ bt) + βEt [Wt+1 − Ut+1] (10)

Subtracting (9) from (8) also gives

Wt − Ut =
1

ζt
c (St) + (1− δ − St) {ln (w − τ)− ln (h+ bt) + βEt [Wt+1 − Ut+1]} (11)

Combining (10) with (11) gives (5).
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